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Abstract

Isocurvature perturbations generated within the context of inflationary cosmology typically in-

volve fluctuations of bosonic condensates. Here we consider isocurvature perturbations from fer-

mion fields in inflation. With suitable long range non-gravitational interaction, scale invariant

perturbations can be generated in the number density of the gravitationally produced fermion. In

this thesis, the fermion relic density, isocurvature correlator, and cross correlator with curvature

perturbations are determined. The results provide new probes for theories with stable massive

fermions.
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Chapter 1

Introduction

1.1 Standard Cosmology

Cosmology, which is a study of the origin and the evolution of the universe, has witnessed fast

development during the last 30 years. Since Wilson and Penzias discovered the existence of Cos-

mic Microwave Background (CMB) in the mid-1960s, the range and precision of the measurements

have improved rapidly. Launched in 1989, the Cosmic Background Explorer Satellite (COBE) estab-

lished the thermal nature of the CMB using its spectrophotometer and determined its temperature

to a high precision of 2.725± 0.002K(95% confidence) [1]. Later, the angular anisotropy of CMB was

measured for the first time with the radiometer on COBE. After the effort of many ground based

and balloon-borne experiments, the measurement of the temperature fluctuation by the Wilkin-

son Microwave Anisotropy Probe (WMAP) established the scale-invariant power spectrum of the

fluctuation.

In the meantime, astronomical measurements provide important independent constraints on

many cosmological parameters. The relic abundance of the light elements, D3, He4, He7, Li mea-

sured from interstellar absorptions agrees with the calculation from Big Bang Nucleosynthesis

(BBN) and provide a precise measurement of the baryon density. The discrepancy between the

baryon density ΩB and the total matter density ΩM, indicates the existence of non-baryonic dark

matter. In the late 1990s, the Type Ia supernovae as a standard candle led to the discovery of accel-

erated expansion [2, 3], which introduced the even more mysterious dark energy into the picture.

Currently, the available observational data are well explained by standard inflationary cosmol-

ogy. The universe begins with an accelerated expansion phase, where the energy density was
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dominated by the potential energy of a scalar field (the inflaton). After inflation ends, the energy

in the inflaton was converted into standard model particles during the reheating phase. The uni-

verses then cools down, during which a number of spontaneous symmetry breaking phase transi-

tions take place, such as the electroweak phase transition. When the temperature drops to around

10 ∼ 0.1MeV, the primordial nucleosynthesis occurs. Finally, during the recombination era the ions

and electrons combine to form atoms, and photons can propagate without much scattering and

bring us the picture of the universe at that time. Afterwards, inhomogeneities in the energy den-

sity grow nonlinearly due to the attractive nature of gravity. These early inhomogeneities would

then form large scale structures, such as voids, superclusters, cluster of galaxies, galaxies, etc.

One active research area in theoretical cosmology involves the modeling of inflation. Infla-

tion presents an elegant solution to some theoretical puzzles, such as spatial flatness, large-scale

smoothness and unwanted relics. It also explains the origin of the primordial density inhomo-

geneities that form large scale structures. In the minimal setting of inflation, the inflaton is a single

scalar field. The quantum fluctuations of the inflaton generate scale-invariant, Gaussian and adi-

abatic perturbations1, which are confirmed by the CMB anisotropy measurements. However, it

is possible that during inflation there is more than just one inflaton field. The presence of these

additional fields can also generate density perturbations. Due to the extra degrees of freedom, in

addition to the total energy density fluctuation, the composition of the constituents in the energy

density could vary. Such kinds of perturbations in the mixture are called isocurvature perturba-

tions. In this thesis,we study isocurvature perturbation generated by fermion fields.

1.2 Review of Isocurvature Models

First, we give a more precise definition for isocurvature perturbations in the fluid description of

the universe. If there are N species of fluid elements, the total energy density perturbations causes

curvature perturbations. The remaining N − 1 degrees of freedom can be tuned arbitrarily while

keeping the curvature perturbation constant, hence the isocurvature perturbations. More precisely,

we may define the isocurvature perturbations between the i-th and j-th fluid element as

Sij =
δρi

ρ̄i + p̄i
−

δρj

ρ̄j + p̄j
(1.1)

1Scale invariance means the perturbations do not have a characteristic scale; Gaussian means the two-point correla-
tion function of the fluctuation determines higher order correlation functions;adiabaticity means the primordial fractional
energy density perturbations δρ/ρ̄ are the same for all the constituents in the universe.
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where ρi and pi are the energy density and pressure respectively of the i-th element 2. While

curvature perturbations depend on the total energy density fluctuation of all the species, isocurva-

ture perturbations depend on the difference of the energy density fluctuation. Here we consider

the isocurvature perturbations between the gravitationally produced fermionic cold dark matter

(CDM) and radiation. During the radiation dominated (RD) era, the total energy density fluctua-

tions receive little contribution from the matter components, hence the isocurvature perturbations

do not source gravitational potential perturbations. However after matter domination (MD) oc-

curs, isocurvature perturbations will source gravitational perturbation and leave an imprint on the

CMB spectrum.

Isocurvature perturbations were proposed in the late 80’s as an alternative mechanism to gen-

erate the primordial density perturbations [5, 6]. From the measurement of the CMB acoustic peak

and the TE correlation, we know the initial condition for the cosmological perturbation is consistent

with the adiabatic initial condition [7]. However, the current bounds from CMB, large scale struc-

ture and supernovae still allow for order 10% fraction of isocurvature perturbation in the initial

condition [7, 8, 9, 10, 11, 12, 13].

Isocurvature perturbations have been studied in various scenarios, such as double inflation

[6, 14], axion [15, 16], curvaton [17, 18] and superheavy dark matter [19, 20]. The isocurvature

power spectrums are computed in these models and are used to constrain the parameter space.

Furthermore, as the precision of the CMB measurement improves, we can hope to measure or

constrain non-Gaussianities in the CMB spectrum. The simplest single field inflation does not have

large non-Gaussianities [21], whereas isocurvature perturbations in a variety of models can have

large non-Gaussianities[22, 23, 24, 25]. Hence, isocurvature perturbation and its phenomenology

has become ever more important.

Here we minimally extend the single field inflation by adding in a stable massive fermion field.

Previously, the stable massive scalar field case (superheavy dark matter) has been considered in [20,

25], in which the isocurvature 2-point and 3-point functions were computed. In that case, large non-

Gaussianities can be produced with existing observational bounds satisfied. Since the superheavy

dark matter model only requires gravitational coupling, it provides probes to any theory with a

stable massive scalar. Here, we use the same idea and investigate the cosmological effects of a

generic stable massive fermion.

2Our definition for isocurvature does not apply to the neutrino velocity isocurvature. See e.g. [4].
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1.3 Organization of the thesis

The thesis is organized as follows. In the first three chapters, we review the formal tools. In Chapter

2, we setup the model and introduce the in-in formalism. In Chapter 3, we review the renormal-

ization of composite operators in curved spacetime. In Chapter 4, we review the diffeomorphism

invariance and present the gravitational Ward identity. Then in the next three chapters, we study

the properties of the gravitational fermion productions. In Chapter 5, we study the homogeneous

average energy density. In Chapter 6, we look at the density inhomogeneities by computing the

isocurvature two point function . In Chapter 7, we investigate the cross correlation between the

isocurvature and curvature perturbations. We consider the phenomenology constraint and give a

preliminary discussion on non-Guassianities in Chapter 8. Finally, we summarize our findings and

conclude in Chapter 9.
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Chapter 2

Setup

2.1 The Model

Here we consider an inflationary model with an inflaton sector and a hidden sector. The inflaton

sector contains of a single scalar field φ, and the hidden sector contains a light scalar field σ and

a Dirac fermion field ψ. The mass of σ is less than the Hubble expansion rate. The action can be

written as

S = SEH + Sφ + Sσ + Sψ

=

ˆ
d4x
√

g
{

1
2

M2
pR + [−1

2
gµν∂µφ∂νφ−V(φ)]

+[−1
2

gµν∂µσ∂νσ− 1
2

m2
σσ2] + ψ̄(iγa∇ea −mψ)ψ− λσψ̄ψ

}
(2.1)

where M2
p = 1

8πG = 1 is the reduced Planck constant.

The metric can be parametrized in ADM formalism [26], 1

gµν =

 −N2 + hijNi N j hijN j

hijN j hij

 , gµν =

 −N−2 Ni N−2

Ni N−2 hij − Ni N jN−2

 (2.2)

where hij is the metric tensor on the constant time hypersurface, with the inverse metric as hij. We

use Latin indices i, j · · · for objects on the 3-dimensional constant time hypersurface, and we use

hij and hij to raise and lower the indices. The Ricci curvature and the metric determinant can be

1We use (−+++) sign convention for the metric, and physical time t .



6

expressed as

R = R(3) +
1

N2 (EijEij − E2) (2.3)

det(gµν) = −N2 det(hij) (2.4)

where

Eij =
1
2
(ḣij −∇

(3)
i Nj −∇

(3)
j Ni). (2.5)

E = Eijhij. (2.6)

In the fermion sector, the Dirac matrices are taken as

γ0 =

 I 0

0 −I

 , γi =

 0 σi

−σi 0

 (2.7)

to simplify the derivation of the second order differential equation of the spinor mode functions.

{ea}a=0,··· ,3 are the vielbein fields, where Latin indices a, b · · · are the vierbein labels. In a coordi-

nate system xµ, they are written as ea = e µ
a (x)∂µ. The covariant derivative is defined as

∇ea ψ = [e µ
a ∂µ +

1
2

ωa;bcΣbc]ψ (2.8)

where ωa;bc is the spin connection, defined as

ωa;bc = 〈eb,∇ea ec〉 (2.9)

and Σbc is the generator of the Lorentz group on spinor field, defined as

Σbc = −1
4
[γb, γc]. (2.10)

Next, we consider the perturbative expansion of the action. Consider a spatially homogeneous

background configuration

φ(0) = φ̄(t) (2.11)

σ(0) = 0 (2.12)

g(0)µν =

 −1 0

0 a2(t)δij

 (2.13)

with the background equation of motion

3H2 =
1
2

˙̄φ2 + V(φ̄) (2.14)

Ḣ = −1
2

˙̄φ2 (2.15)

¨̄φ + 3H ˙̄φ + V′(φ̄) = 0. (2.16)
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Thus, we can get action about the perturbations,

δS(δg, δφ, σ, ψ) = S(ḡ + δg, φ̄ + δφ, σ, ψ)− S(ḡ, φ̄, 0, 0) (2.17)

In the remaining part, we shall write δS as S when there is no ambiguity.

2.2 Gauge Fixing

To quantize this action with diffeomorphism gauge symmetry, one can add gauge fixing terms and

Faddeev-Popov ghost terms2. For example, in comoving gauge, we have 3

δφ = 0, γii = 0, ∂iγij = 0 (2.18)

where

hij = a2(t)[eΓ]ij, Γij = 2ζδij + γij. (2.19)

We may use the following gauge fixing function

G1 = δφ, G2,j = ∂i(ln h)ij −
1
3

∂j(ln h)ii (2.20)

and add the the gauge-fixing and ghost field Lagrangian

Lg f =
1

2α
(G2

1 + ∑
j

G2
2,j) (2.21)

Lgh = c̄1
δG1

δXµ θµ + c̄2,j
δG2,j

δXµ θµ (2.22)

where the vector field Xµ is the infinitesimal gauge transformation parameter. The gauge transfor-

mation rule for δφ and δg are

∆Xδφ = LX(φ̄ + δφ), ∆X(δg)µν = [LX(ḡ + δg)]µν (2.23)

which can be expanded as

∆Xδφ = X0 ˙̄φ + · · · , ∆Xhij = a2(2X0Hδij + ∂iX j + ∂jXi) + · · · (2.24)

where · · · represents interactions terms between c̄, θ and δg, δφ. Plug these into δG/δXµ in Lgh, we

have

Lgh = c̄1θ0 ˙̄φ + c̄2,j(θ
j
,ii +

1
3

θi
,ij) + · · · . (2.25)

2Covariant gauge fixing has been widely employed, see e.g. [27, 28]
3In this section, latin indices i, j are raised and lowered by δij, and repeated indices are contracted.
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It is clear that the ghost fields are non-dynamical. In the limit α→ 0, we shall enforce G1 = 0, G2,j =

0, and recover the comoving gauge.

Alternatively, we may use the uniform curvature gauge, which is defined by ζ = 0 instead of

δφ = 0. We only need to replace gauge fixing function G1 by G1 = [ln(a−2h)]ii. It is clear that the

ghost fields in this gauge are non-dynamical as well.

Actually, in this work, the graviton loop and inflaton loop do not appear at order of the loopwise

expansion we are considering, we may ignore the ghost fields in general. In other word, we use

tree level approximation for the inflaton-graviton sector.

2.3 Interaction Lagrangian

Under the tree-level approximation for the inflaton-graviton sector, we may solve the constraint

equations for N, Ni in terms of hij, φ, · · · and plug the solution back into the action to get the grav-

itational interactions. In any gauge, the constraint equations are

0 =
1
N
[R(3) − 1

N2 (EijEij − E2)]− 2NT00 (2.26)

0 =
2
N
∇(3)

i [
1
N
(Eij − Ehij)] + 2N jT00 + 2T0j (2.27)

where Tµν is the total matter stress tensor. The above constraint equations can be solved iteratively.

We use O(n) to denote the n-th level contribution to O, i.e. it contains products of n simple field

variable. To get the matter-gravity interaction action at cubic order, we only need to solve the

equations for N(1), Ni(1), since N(2), Ni(2) are coupled to the constraint equation at linear order.

Under the above consideration, the matter-gravity interaction is given by

S(3) =
1
2

ˆ
d4x
√

ḡTµν(2)g(1)µν . (2.28)

For simplicity, we only consider the scalar metric perturbation in g(1)µν .

In comoving gauge, denoted by superscript (C), the ADM constraints gives

N(1,C) =
ζ̇

H
, N(1,C)

i = ∂i[−
ζ

H
+ ε

a2

∇2 ζ̇] (2.29)

the metric perturbations are

δg(C)µν =

 −2 ζ̇
H (− ζ

H + ε a2

∇2 ζ̇),i

(− ζ
H + ε a2

∇2 ζ̇),i a2δij2ζ

 (2.30)
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The free action and the matter-ζ cubic interaction action are

S(2,C) =

ˆ
dtd3xa3

xε(ζ̇2 − (
∇
a

ζ)2) (2.31)

S(3,C) = i
ˆ

d4xa3
x[T

ija2δijζ + T0i(− ζ

H
+ ε

a2

∇2 ζ̇),i − T00 ζ̇

H
]. (2.32)

In uniform curvature gauge, denoted by superscript (U), the inflaton degree of freedom is in

δφ. However, this degree of freedom can be represented using the gauge-invariant variable

ζ = −H
˙̄φ

φ(1,U). (2.33)

In this gauge, the ADM constraint renders

N(1,U) = −εζ, N(1,U)
i = ∂i[ε

a2

∇2 ζ̇]. (2.34)

We get the linear metric perturbation as

δg(U)
µν =

 2εζ ε a2

∇2 ζ̇,i

ε a2

∇2 ζ̇,i 0

 . (2.35)

The free action is the same as in Eq.(2.31), and matter-ζ cubic interaction action is

S(3,U) =

ˆ
d4xa3

x[T
00εζ + T0iε

a2

∇2 ζ̇,i]. (2.36)

The stress tensor for scalar field is

Tµν
σ = gµαgνβ∂ασ∂βσ + gµνLσ (2.37)

and the stress tensor for fermion field is (in vierbein indices)

Tab
ψ = − i

2
[ψ̄γ(a∇b)ψ−∇(b(ψ̄)γa)ψ] + ηabRe(Lψ) (2.38)

as derived in Appendix A.4.

2.4 In-In Formalism

In-In formalism is a framework to compute the expectation value of a given observable with a

given initial state. It is often used in cosmology, where one need to compute the late time equal

time correlator for a given initial vacuum state. The in-in formalism can be formulated using path

integral and using canonical quantization. Here we only give the prescription following the refer-

ence [29, 30]
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In the path integral formulation, we consider the following partition function

Z[J+, J−] =
ˆ

DΨ±eiS+−iS−+i
´

J+Ψ+−i
´

J−Ψ− (2.39)

where the ± indices indicate the forward and backward time branches. Consider a 4-dimensional

spacetime manifold M with boundary Σ f at very late time. Consider two copies of field configura-

tions Ψ+ and Ψ− on M that agrees on Σ f , and define the associated action as

S± =

ˆ
M

d4x
√

g±L(Ψ±). (2.40)

We may introduce two copies of M, noted as M+ (the forward branch) and M− (the backward

branch), on which Ψ+ and Ψ− live respectively. And we can glue together M+ and M− together

along Σ f , to have single manifold M. There is a partial ordering of points on M: if x, y ∈ M+,

then x precedes y if x is in the past lightcone of y; if x, y ∈ M−, then x precedes y if x is in the future

lightcone of y; if x ∈ M+ and y ∈ M−, then x always precedes y.

If we use the free action S±0 in the partition function Eq. (2.39), we can have the following four

kinds of free correlation functions (here we use a scalar field φ(x) as an example):

〈in|φ+(x)φ+(y)|in〉0 = 〈in|T{φ(x)φ(y)}|in〉0 (2.41)

〈in|φ−(x)φ−(y)|in〉0 = 〈in|T̄{φ(x)φ(y)}|in〉0 (2.42)

〈in|φ+(x)φ−(y)|in〉0 = 〈in|φ(y)φ(x)|in〉0 (2.43)

〈in|φ−(x)φ+(y)|in〉0 = 〈in|φ(x)φ(y)|in〉0 (2.44)

In other word, the field operators φ are ordered according to the partial ordering of its location of

M, if x precedes y, then φa(x) is placed to the left of φb(y). We call this ordering path ordering.

The expectation value of some observable (say, equal-time n-point function) can be expanded

perturbatively in interaction picture

〈O[φ]〉 =
∞

∑
N=0

ˆ
Dφ±ei(S+

0 −S−0 )O[φ]
(iS+

int − iS−int)
N

N!
. (2.45)

Next, we turn to the canonical formulation of In-In formalism, following [30]. Consider the

observable O[t; φH ] = φH(x1, t)φH(x2, t) · · · , a products of Heisenberg picture operators, then

〈in|O[t; φH ]|in〉

= 〈in|O[t; φI ]|in〉 − i
ˆ t

−∞
dt1〈in|[OI(t), H I

int(t1)]|in〉

+(−i)2
ˆ t

−∞
dt1

ˆ t1

−∞
dt2〈in|[[OI(t), H I

int(t1)], H I
int(t2)]|in〉+ · · · (2.46)



11

where H I
int(t1) is the interaction Hamiltonian in the interaction picture.

We shall find that for formal manipulations, the path integral formulation is more convenient.

For actual computation, the canonical formulation is more efficient, since the causal structure of

the Green’s function is more manifest.
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Chapter 3

Regularization and Renormalization of

Composite Operator

In the loopwise expansion of QFT calculation, there are ultraviolet (UV) divergences in the loop

integral. To make such integral is well-defined, we can introduce a UV regulator with parameter

Λ to soften the UV behavior of the propagator. Now the loop integrals are finite, but the result

is regulator dependent. This regulator dependence can then be removed by introducing counter-

terms in the Lagrangian with coefficients that depend on Λ. After considering the diagrams with

counter-terms, we can take the limit that Λ → ∞ and have a finite renormalized result. The resid-

ual freedoms in the finite part of the renormalization constant can be fixed by the renormalization

conditions. However, there are additional subtleties in the regularization and renormalization pro-

cedure in curved spacetime and with composite operator insertion.

In curved spacetime, the classical action enjoys the diffeomorphism invariance. To preserve it

at quantum level, one need to use a covariant regulator (e.g. Schwinger proper time regulator, zeta

function regulator, Pauli-Villars regulator. See [31]). Here we shall adopt the Pauli-Villars (PV)

regulator, following [32].

Observables associated with energy density fluctuation are usually bilinear in the field operator,

e.g. σ2. To define such a composite operator and have finite renormalized correlation function, one

need to have extra counter-terms other than those for renormalizing the Lagrangian.

This chapter is organized as follows. We first review PV regularization in Section 3.1. Then

we give prescription for renormalizing a composite operator in curved spacetime in Section 3.2.

Finally, we show how to renormalize the operator σ2 in Section 3.3.
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3.1 Pauli-Villars Regularization

We first review the Pauli-Villars regulator for flat spacetime following [32]. Consider a free massive

scalar field φ with the following time ordered propagator

〈T φ(x)φ(y)〉 =
ˆ

d4 p
(2π)4

−i
p2 + m2 eip·x (3.1)

If we consider 〈φ2(x)〉, then it has quadratic UV divergence

〈φ2
x〉 =

ˆ
d4 p
(2π)4

i
p2 + m2 (3.2)

To tame such a divergence, we can modify the propagator in such a way that it decreases faster at

large momentum. For example, we can replace

(p2 + m2)−1 → (p2 + m2 + α2
p4

Λ2 + α3
p6

Λ4 + · · · )−1 (3.3)

and choose the degree n to make all diagrams convergent. The parameter Λ is the cut-off. In the

large cut-off limit the original propagator is recovered.

In practice, to regulate the UV divergences caused by scalar field loop, we introduce a set of

scalar regulator fields χn for n = 1, · · · , s with the following free Lagrangian

LPV =
s

∑
n=1

Cn(−
1
2

gµν∂νχn∂νχn −
1
2

M2
nχ2

n). (3.4)

and introduce appropriate coupling between χn and the other fields, such that χ loop contribution

would cancel out the φ loop divergences. The number of regulator fields s depends on how many

independent divergences one need to remove. In order to eliminate UV divergences up to some

even order 2D,we must take the Cn and regulator masses Mn to satisfy

∑
n

C−1
n = −1, ∑

n
C−1

n M2
n = −m2, · · ·∑

n
C−1

n M2D
n = −m2D. (3.5)

For instance, if there were only logarithmic divergences then D = 0, and we would only need one

regulator field with C1 = −1. Under such a change, the free field propagator in momentum space

becomes

i
p2 + m2 → i

p2 + m2 +
s

∑
n=1

C−1
n

i
p2 + M2

n
(3.6)

→ i
s

∑
N=0

C−1
N

1
p2

1−
M2

N
p2 +

(
M2

N
p2

)2

− · · ·

 (3.7)

→ i
s

∑
N=0

C−1
N

1
p2

(−1)D

(
M2

N
p2

)D

− · · ·

 (3.8)
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where we used the notation M2
0 = m2 and C0 = 1, and we shall let N = 0 denote the original φ

field. In the last step, we used the condition in Eq. (3.5) to cancel the first D terms.

In fixed curved spacetime, the same regulator Lagrangian in Eq. (3.4) can be used. For ex-

ample, on a homogeneous FRW background metric, the physical and regulator scalar field can be

quantized as [32]

[χN , χ̇M] = ia−3(t)δ3(~x−~y)δNMC−1
N (3.9)

with the following mode decomposition

χN(~x, t) =

ˆ
d3 p(aN,~puN,~p(t) + c.c) (3.10)

[aN,~p, a†
M,~k

] = C−1
N δNMδ3(~k− ~p) (3.11)

where uN,~p(t) satisfies the usual equation of motion and normalization conditions as Eq. (A.8).1 In

dynamical curved spactime, with metric perturbations, we can still use the Lagrangian in Eq. (3.4)

. In that case, the regulator fields are minimally coupled to gravity.

3.2 Renormalization of Composite Operator

In cosmology, we are often interested in the correlator of composite operators, e.g. the stress tensor

Tµν(x) or the mass term 1
2 m2φ2. The insertion of such composite operators would cause new di-

vergences. For example, the Fourier transform of 〈φ2(x)φ2(y)〉 is logarithmic divergent even in the

free theory. Thus to have finite correlators, we need to introduce new counter-terms and introduce

new renormalization conditions.

The renormalization of composite operators in fixed curved spacetime is a straightforward gen-

eralization of renormalization on the flat spacetime. Here we follow the treatment of [33] and give

the prescription. Consider the action of a matter field, for concreteness, we take it to be a massive

scalar field with quartic coupling λ

S =

ˆ
(dx)(−1

2
(∂σ)2 − 1

2
m2σ2 − 1

4!
λσ4) (3.12)

where (dx) = d4x
√
|g|. Suppose we have some UV regulator with scale Λ, and we denote regu-

1 Our treatment here differs from [32] in that the physical scalar field φ here has no background solution, and the
regulator field χn does not mix with φ by mass term.
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lated action as SΛ. Using the Pauli-Villars regulraization we have

SΛ =

ˆ
(dx){−1

2
(∂σ)2 − 1

2
m2σ2 − 1

4!
λ(σ + ∑

n
χn)

4

+
s

∑
n=1

Cn(−
1
2

gµν∂νχn∂νχn −
1
2

M2
nχ2

n)} (3.13)

where Λ denote the set of Mn. We can define the bare partition function ZΛ[J] as:

ZΛ[J] =
ˆ

Dσe
i
h̄ SΛ+ i

h̄
´
(dx)J(x)σ(x) (3.14)

and the generating functional of connected diagrams WΛ[J] as:

WΛ[J] = −ih̄ ln ZΛ[J]. (3.15)

We keep the Λ subscript explicit to show its regulator dependence.

We can compute the time ordered connected n point functions by

〈T{σ(x1) · · · σ(xn)}〉conn,Λ =

[
∏

i

1
i
h̄

√
g(xi)

δ

δJ(xi)

]
J(x)=0

i
h̄

WΛ[J]. (3.16)

However, these bare correlators are divergent as Λ → ∞ while keeping m, λ fixed. Thus, we

introduce the renormalized field and parameters as such

σ = Zσ(Λ, λr, mr)σr (3.17)

λ = Zλ(Λ, λr, mr)λr (3.18)

m = Zm(Λ, λr, mr)mr (3.19)

where the renormalization constants Zi are expressed as formal power series of h̄:

Zi = 1 + Z(1)
i (Λ, λr, mr)h̄ + Z(2)

i (Λ, λr, mr)h̄2 + · · · . (3.20)

The goal is to choose Zi order by order in h̄, such that correlators of σr are finite at each order of h̄

when Λ→ ∞ while keeping mr, λr fixed.

The renormalized action is given by

Sr(σr; mr, λr)

=

ˆ
(dx){−1

2
(∂σr)

2 − 1
2

m2
r σ2

r −
1
4!

λr(σr + ∑
n

χn)
4

−1
2
(Z2

σ − 1)(∂σr)
2 − 1

2
(Z2

mZ2
σ − 1)m2

r σ2
r −

1
4!
(ZλZ4

σ − 1)λr(σr + ∑
n

χn)
4

+
s

∑
n=1

Cn(−
1
2

gµν∂νχn∂νχn −
1
2

M2
nχ2

n)} (3.21)
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where the regulator fields is added after we split the bare action into the renormalized one and the

counter term. The renormalized Wr[J] is given by

Wr[J] = −ih̄ ln
ˆ

Dσe
i
h̄ Sr(σr ;mr ,λr)+

i
h̄
´
(dx)J(x)σ̃r(x). (3.22)

where we define

σ̃ = σ + ∑
n

χn, σ̃r = σr + ∑
n

χn (3.23)

Next, we consider correlators that contains composite operators. We first do it with the bare,

regulated action. For example, consider a composite operator O(x) = σ2(x), we introduce a source

K(x) that couples to it, then we get

ZΛ[J, K] = e
i
h̄ WΛ [J,K] =

ˆ
Dσe

i
h̄ SΛ+ i

h̄
´
(dx)J(x)σ̃(x)+ i

h̄
´

Kσ̃2(x) (3.24)

To renormalize σ2 operator, we must include in the action all local terms that is constructed

from K(x) and other field with dimension 4 or less. Here the dimension of K is

[K(x)] = 4− [σ2] = 2 (3.25)

thus the source term is changed to
ˆ
(dx)K(x)σ̃2(x) 7→ SK =

ˆ
(dx)[K(x)σ̃2

r (x)(1 + δZ1)

+K(x)δZ2 + K(x)2δZ3 + K(x)R(x)δZ4] (3.26)

where the δ sign reminds ourselves that at h̄0 order they are zero.

We can construct the renormalized Wr by

Wr[J, K] = −ih̄ ln
ˆ

Dσ exp
i
h̄
{Sr +

ˆ
(dx)Jσr + SK} (3.27)

From the Taylor expansion of Wr[J, K] w.r.t. the source, we get

Wr[J, K] =
∞

∑
n=0

∞

∑
l=0

(
i
h̄
)n+l−1

ˆ
[(dx1) · · · (dxn)][(dy1) · · · (dyl)]

1
n!l!

[J(x1) · · · J(xn)][K(y1) · · ·K(yl)]W
(n,l)
r ({xi}; {yj}) (3.28)

where W(n,l)
r ({xi}; {yj}) is the connected diagram with n external σ vertices and l external σ2 ver-

tices.

We list the first few coefficients in the above expansion:

W(0,1)
r (; y1) = 〈σ̃2

r (y1)〉c(1 + δZ1) + δZ2 + R(y1)δZ4 (3.29)

W(0,2)
r (; y1, y2) = 〈σ̃2

r (y1)σ̃
2
r (y2)〉c(1 + δZ1)

2 + δZ3
h̄
i

2δy1,y2√
g(y2)

(3.30)

W(2,1)
r (x1, x2; y1) = 〈σ̃r(x1)σ̃r(x2)σ̃

2
r (y1)〉c(1 + δZ1) (3.31)
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We can determine the divergent parts of δZi at O(h̄) order, by requiring the Mn dependent parts

in W(0,1)
r (; y1), W(0,2)

r (; y1, y2), W(2,1)
r (x1, x2; y1) cancel out:

0 ∼ 〈σ̃2
r (y1)〉+ δZdiv

2 + R(y1)δZdiv
4 (3.32)

0 ∼
ˆ

y2∼y1

(dy2)〈Tσ̃2
r (y1)σ̃

2
r (y2)〉c + δZdiv

3
h̄
i

2 (3.33)

0 ∼ 〈σ̃r(x1)σ̃r(x2)σ̃
2
r (y1)〉conn,treeδZdiv

1

−λr

4!
i
h̄

ˆ
z∼y1

(dz)〈Tσ̃r(z)4σ̃r(x1)σ̃r(x2)σ̃
2
r (y1)〉c (3.34)

We can determine the finite part of δZi by imposing renormalization conditions. For δZi which

are not coupled to R, Rµν, Rα
βµν and their derivatives, (e.g. δZ1, δZ2, δZ3), we can go to the Minkowski

space and impose the renormalization conditions there; for δZi which are coupled to R, Rµν, Rα
βµν or

their derivatives, (e.g. δZ4), there is no prefered choices of renormalization conditions. We expect

the ambiguity associated with curvature related renormalization condition should have negligible

effect, if we evaluate the correlators in an asymptotically flat region.

3.3 Example: σ2 operator

In this section, we determine the renormalization constants δZi to O(h̄), using Eq. (3.32, 3.33, 3.34).

First look at Eq. (3.32). To compute 〈σ̃2
r (y1)〉div

c , we can use the short distance expansion of the

propagator. From Eq. (182) (199) (207) (208) of work ([34]), we have

i〈out|Tφ(x)φ(y)|in〉 = −∆(x, y)1/2

8π
exp

[
∞

∑
n=1

an(x, y)
(
− ∂

∂m2

)n
]

×
m2H(2)

1 (
√
−2m2σ)

√
−2m2σ

(3.35)

where σ is half the square of the geometric distance between x, y, and

∆(x, y) = g−1/2(x)g−1/2(y)D(x, y) (3.36)

D(x, y) = −det(−∂2σ/∂xµ∂yν) (3.37)

g = −det gµν (3.38)

In the limit y→ x, we get

a1(x, x) = (
1
6
− ξ)R (3.39)

a2(x, x) = − 1
180

RµνRµν +
1

180
RαβµνRαβµν − 1

6
(

1
5
− ξ)R µ

;µ (3.40)
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If we let y→ x from a spacelike separation, then we get

i〈out|Tφ(x)φ(y)|in〉

∼ −∆(x, y)1/2

8π
[1− (

1
6
− ξ)R

∂

∂m2 ]

1
πi

{
1

σ + i0
−m2

(
γ +

1
2

ln(m2/2) +
1
2

ln(σ + i0)
)
+ · · ·

}
∼ −∆(x, y)1/2

8π2i

{
1

σ + i0
−m2

(
γ +

1
2

ln(m2/2) +
1
2

ln(σ + i0)
)

+(
1
6
− ξ)R

(
γ +

1
2

ln(m2/2) +
1
2

ln(σ + i0) +
1
2

)
+ · · ·

}
(3.41)

where · · · represents terms that are non-divergent when σ→ 0.

After these preparation, we can now compute 〈σ̃2
r (y1)〉div

c :

〈out|σ̃2
r (y1)|in〉div

c

∼ lim
y→x
〈Tσ(x)σ(y)〉+

s

∑
n=1
〈Tχn(x)χn(y)〉

= lim
y→x

∆(x, y)1/2

8π2

s

∑
N=0

C−1
N

{
1

σ + i0
−M2

N

(
γ +

1
2

ln(M2
N/2) +

1
2

ln(σ + i0)
)

+(
1
6
− ξ)R

(
γ +

1
2

ln(M2
N/2) +

1
2

ln(σ + i0) +
1
2

)
+ · · ·

}
=

1
16π2

s

∑
N=0

C−1
N

{
−M2

N ln M2
N + (

1
6
− ξ)R ln M2

N

}
(3.42)

Thus, we can eliminate Mn dependence by choosing δZ2 and δZ4 by

δZ2 =
1

16π2

(
s

∑
N=0

C−1
N M2

N ln M2
N + µ2

)
(3.43)

δZ4 =
1

16π2

(
s

∑
N=0

C−1
N (ξ − 1

6
) ln M2

N + µ4

)
(3.44)

where µ2, µ4 are finite constants.

Next we use Eq. (3.33) to compute Z3. Since δZ3 is dimensionless, it contain log divergence

with curvature independent coefficients. Hence, we can perform the computation in flat spacetime

ˆ
d4x[〈T(σ(0) + ∑

n
χn(0))2(σ(x) + ∑

n
χn(x))2〉c (3.45)

= (−i)2
ˆ

d4 p
(2π)4

(
∑
N

C−1
N

1
p2 + M2

N

)2

(3.46)

=
i

32π2 ∑
N,M

C−1
N C−1

M
M2

N + M2
M

M2
N −M2

M
ln

M2
N

M2
M

(3.47)
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To cancel out such MN dependence, we can choose

δZ3 =
1

64π2 ( ∑
N,M

C−1
N C−1

M
M2

N + M2
M

M2
N −M2

M
ln

M2
N

M2
M

+ µ3) (3.48)

where µ3 is a finite constant.

To compute δZ1 at one-loop level, we can use Eq. (3.34). As the case for Z1, we can perform the

computation in flat spacetime. We can get

δZ1 =
λr

64π2 ( ∑
N,M

C−1
N C−1

M
M2

N + M2
M

M2
N −M2

M
ln

M2
N

M2
M

+ µ1) (3.49)

To summarize, we have fixed the divergent part of the renormalization constants. The remain-

ing finite part µi should be determined by renormalization conditions, which reflects the physical

degrees of freedom in defining this operator. We note that due to the diffeomorphism invariance,

these counter-terms would also work to cancel out the 1-loop divergence in the correlator 〈σ2
x σ2

y 〉

or 〈σ2
x ζy〉.
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Chapter 4

Diffeomorphism Invariance and Ward

Identity

Diffeomorphism invariance reflects the simple fact that the form of physical laws does not depend

on the coordinate choice. Just as Ward Identity in QED ensures the cancellation of the radiative

correction to the photon mass, Ward Identity in general relativity ensures the shift-symmetry of ζ

variable. In this chapter, we first review the diffeomorphism invariance for classical field theory

at full order and at perturbative order, then we review the implication for correlation function in

quantum field theory on a fixed curved background.

4.1 Classical Diffeomorphism Invariance - Gauge transformation

Classical differmorphism invariance requires that the action

S[g, σ] = SEH [g] + SM[g, σ] (4.1)

to be invariant under the transformation

g 7→ ϕ∗g (4.2)

σ 7→ ϕ∗σ (4.3)

where g is the metric tensor g = gµνdxµdxν , σ is a matter field and ϕ : M → M is a diffeomor-

phism of the spacetime manifoldM. We use Ψ to denote the metric and field configurations, i.e.

Ψ = (g, σ). Two configurations are equivalent, noted as Ψ ∼ Ψ′, if we can find diffeomorphism ϕ

such that Ψ = ϕ∗Ψ′.
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A special case of diffeomorphism is the exponential map exp(εX), where ε is a small real num-

ber and X is a vector field. If T is a tensor, we can Taylor expand exp(εX)∗T with respect to ε:

exp(εX)∗T = T + εLXT +
1
2

ε2LXLXT + · · · . (4.4)

In perturbation theory, we choose a background configuration Ψ(0) and consider perturbations

δΨ on top of it. The action for the perturbation can be obtained as

S[δΨ; Ψ(0)] = S[Ψ(0) + δΨ]− S[Ψ(0)]. (4.5)

Under the diffeomorphism ϕ, the perturbation δΨ transforms as

δΨ 7→ ϕ∗(Ψ(0) + δΨ)−Ψ(0). (4.6)

To be able to do power counting in perturbation theory, we introduce a formal parameter λ.

The λ dependent configuration Ψλ can be written as

Ψλ = Ψ(0) + λΨ(1) + λ2Ψ(2) + · · · (4.7)

and the λ dependent diffeomorphism ϕλ can be written as [35],

ϕλ = · · · exp(
λ3

3!
X(3)) ◦ exp(

λ2

2!
X(2)) ◦ exp(λX(1)) (4.8)

where X(i) is a vector field. The diffeomorphism can be worked out order by order in λ,

ϕ∗λΨλ = Ψ(0) + λ[Ψ(1) + LX(1)Ψ(0)]

+λ2[Ψ(2) + LX(1)Ψ(1) +
1
2
LX(1)LX(1)Ψ(0) +

1
2
LX(2)Ψ(0)] + · · · (4.9)

And the action S[Ψλ] is invariant under the above diffeomorphism at each order of λ.

A local object f [x; δΨ] is said to be n-th order gauge-invariant, if for any diffeomorphism ϕλ

f [x; ϕ∗λΨλ −Ψ(0)]− f [x; Ψλ −Ψ(0)] = O(λn+1). (4.10)

4.2 Quantum Diffeomorphism Invariance - Ward Identity

A symmetry in a classical field theory is preserved at the quantum level, if the regulator preserves

this symmetry and if the functional measure is invariant under this transformation. The quantum

symmetry is reflected in the transformation of the correlation functions.
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For example, consider a scalar field on a given manifold (M, g). The two point function is

〈φ(x)φ(y)〉g =

ˆ
DφeiS(φ;g)φ(x)φ(y) (4.11)

The two point function only depends on the metric field g and points x, y. Intuitively, the symmetry

says for any diffeomorphism ϕ :M 7→M, the metric field and the points changes as

g 7→ g̃ = (ϕ−1)∗g, x 7→ x̃ = ϕ(x), y 7→ ỹ = ϕ(y) (4.12)

then the two-point function should remain invariant, i.e.

〈φ(x)φ(y)〉g = 〈φ(x̃)φ(ỹ)〉g̃. (4.13)

Ward identity is the infinitesimal version of this relation.

Let ϕ = exp(εX), then

g̃ = exp(−εX)∗g = g− εLX g + · · · (4.14)

S(g̃, φ) = S(g, φ)− ε

ˆ
d4x
√

g
1
2

TµνLX(g)µν + · · · (4.15)

φ(x̃) = φ(x) + εLXφ(x) + · · · (4.16)

Plug this into Eq.(4.13) and Taylor expand with respect to ε, one get

−i
ˆ

d4z
√

g
1
2
LX(g)µν(z)〈Tµν

z φxφy〉g + 〈LX(φ)xφy〉g + 〈φxLX(φ)y〉g = 0. (4.17)

Or equivalently, using

LX(g)µν = ∇µXν +∇νXµ (4.18)

and perform integration by part, we get

i∇µ〈Tµν
z φxφy〉g =

1
√

gx
δ4(x− z)gαν ∂

∂xα
〈φxφy〉g +

1
√gy

δ4(y− z)gαν ∂

∂yα
〈φxφy〉g (4.19)

Eq.(4.19) is derived for path ordered vacuum expecation value, we can specialize to the in-in case

(we keep the external operator inserted on the forward branch)

i∇µ〈in|Tµν+
z φ+

x φ+
y |in〉g =

1
√

gx
δ4(x− z)gαν

x
∂

∂xα
〈in|φ+

x φ+
y |in〉g

+
1
√gy

δ4(y− z)gαν
y

∂

∂yα
〈in|φ+

x φ+
y |in〉g (4.20)

i∇µ〈in|Tµν−
z φ+

x φ+
y |in〉g = 0 (4.21)

The fact that Eq.(4.21) has no contact term is easy to understand, since Tµν−
z is inserted on the

backward time branch of the manifold, it can never contact points x and y.
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The above Ward identity was derived for bare correlation function. To get renormalized version,

we note that

φB(x) = Zφφr(x) (4.22)

Tµν
B (x) =

2√
g(x)

δSΛ

δgµν(x)
=

2√
g(x)

δ(Sr + SP.V. + Sc.t.)

δgµν(x)

= Tµν[φr] + Tµν[χ] + Tµν
c.t. ≡ (Tµν)r(x) (4.23)

where the renormalized (Tµν)r includes the regulator contribution and the counter-term contribu-

tion. Plug them into Eq.(4.19), and cancel out factors of Zφ, we get

i∇µ〈(Tµν
z )rφx,rφy,r〉g =

δxz√
gx

gαν
z

∂

∂xα
〈φx,rφy,r〉g +

δyz√gy
gαν

z
∂

∂yα
〈φx,rφy,r〉g (4.24)
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Chapter 5

Dark Matter Relic Abundance

Gravitational particle production (as reviewed e.g in [36, 34]) and string production (see e.g. [37,

38, 39, 40, 41, 42, 43, 44]) are generic phenomena for quantum fields in a curved spacetime back-

ground and are analogs of particle creation in strong electric fields (see e.g. [45, 46]). In the case of

Friedmann-Robertson-Walker (FRW) cosmology without inflation, it was found [47, 48, 49, 50, 51]

that the production of fermion and conformally coupled scalar fields near the radiation dominated

(RD) universe singularity occurs when the particle masses m are comparable to the Hubble expan-

sion rate H, with a number density n ∼ m3 that dilutes as a−3 due to expansion. The fractional relic

density of these particles at the time of radiation-matter equality is ΩX ∼ (mX/109GeV)5/2 [52].

Hence, the requirement of ΩX < 1 puts an upper bound of 109 GeV on the stable particle mass.1

In contrast, in inflationary cosmology the previously unbounded rapid growth of H as one

moves backward in time towards the RD singularity is replaced by a nearly constant He during the

quasi-de Sitter (dS) era. In such cases, the possibility of superheavy dark matter in a wide range

of masses including m > He was emphasized in [19, 55]. In fact, natural superheavy dark mat-

ter candidates existed in the context of string phenomenology before the gravitational production

mechanism was appreciated [56, 57]. Furthermore, many extensions of the Standard Model also

possess superheavy dark matter candidates (see e.g. [58, 59, 60, 61, 62, 63, 64, 65, 66, 67]), which

can have interesting astrophysical implications (see e.g. [62, 68, 69, 70, 71, 72]). In such contexts,

analytic relic density formulae have been computed in the heavy and the light mass regimes for

conformally coupled scalars [73, 74]).

In this chapter, we turn our attention to the gravitational particle production of long-lived Dirac

1Physics quite similar to this is reported in [53, 54].
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fermions in inflationary cosmology. Gravitational particle production of Dirac fermions has been

studied numerically within the context of specific chaotic inflationary models [55]. Our purpose

is to clarify the analytic computation and to derive a universal result for the light mass scenario

that is nearly independent of the details of the inflationary model. Our result is identical up to an

overall O(1) multiplicative factor to that obtained for conformally coupled light scalar fields in [74],

despite the fact that the Dirac structure naively imposes a different spectral (momentum scaling)

property on the equations governing the particle production.2 In comparison to the conformally

coupled scalar case, no special non-renormalizable coupling to gravity nor possibility of tadpole

instabilities concern the fermionic scenario in the light mass limit because the fermion kinetic op-

erator is conformally invariant and fermions cannot obtain a nonvanishing vacuum expectation

value.

We also derive the particle production spectrum for the heavy mass scenario and find it to be

identical to the result of [73] (again up to an O(1) multiplicative constant) despite a different mo-

mentum dependence of the starting point of the equations. As expected, the heavy mass number

density falls off exponentially. In contrast with the light mass limit, this case is sensitive to the de-

tails of the transition out of the inflationary era. To emphasize the simplicity and the novel analytic

arguments of the light mass scenario, we relegate the heavy mass results to an appendix.

It should be noted that the production of fermions in inflationary cosmology has been exten-

sively considered during the recent past, but most analyses have focused on the non-gravitational

interactions. For example, [75, 76, 77, 78, 79, 80, 81, 82] focused on both numerical and analytic

analyses of fermion production during preheating. [83] considered the production effects when

the fermion mass passes through a zero during the quasi-dS phase. The effects of radiative cor-

rections that modify the fermion dispersion relationship and its connection to particle production

were considered in [84]. Gravitino production has also been considered by many authors (see

e.g. [85, 86, 87, 88, 89, 90]). The main thrust of this work differs in that it focuses on the minimal

gravitational coupling and derives a simple bound analogous to Eq. (44) of [74]. Indeed, our results

will aid in future investigations similar to [65] which would benefit from a more accurate simple

analytic estimate of the dark matter abundance.

In Sec. 5.1, we discuss the intuition behind the general formalism for the gravitational produc-

2Although the aim of [74] is to consider a hybrid inflationary scenario, it also contains a universal result, equation
(44), applicable to generic inflationary scenarios. There is also a misprint in [74] in stating that the situation is for minimal
coupling rather than for conformal coupling.
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tion of massive Dirac fermions in curved spacetime. In Sec. 5.2, we discuss the generic features

of the spectrum and derive the main result, which is that for a given mode with comoving wave

number k, the Bogoliubov coefficient magnitude |βk|2 ∼ O(1/2) if H(η) > m when k/a(η) ∼ m.

We test this analytic result within a toy inflationary model in Sec. 5.3, and discuss the dependence

on reheating and the implications for the relic density in Sec. 5.4. Appendix A contains a collection

of useful results for fermionic Bogoliubov transformation computations. Appendix B.1 contains a

complementary argument (which relies more on the spinorial picture of the fermions) for the uni-

versality of the Bogoliubov coefficient in the light mass region. Appendix B.2 contains the particle

density spectrum for the heavy mass limit.

5.1 Fermion Particle Production: Background and Intuition

To compute the particle production of Dirac fermions in curved spacetime, we follow the standard

procedure as outlined for example in [36, 34] to calculate the Bogoliubov coefficient βk between the

in-vacuum corresponding to the inflationary adiabatic vacuum and the out-vacuum corresponding

to the adiabatic vacuum defined at post-inflationary times. The details of this formalism and our

conventions are presented in Appendix A, with the expression for βk given in Eq. (A.45).

However, to obtain a better intuitive picture of the particle production mechanism, here we

present general physical arguments regarding the expected features of the spectrum. We begin by

considering a Dirac fermion field Ψ described by

L = iΨ̄γµ∇µΨ−mΨ̄Ψ (5.1)

minimally coupled to gravity. As the action S =
´

d4x
√

gL is conformally invariant in the {m →

0, h̄→ 0} limit (with δgµν(x) = −2σ(x)gµν(x)), physical quantities are necessarily independent of

the FRW scale factor a to leading order in h̄. Hence, the leading h̄ order Bogoliubov coefficient βk

is zero in the ma/k → 0 limit, since it is the metric that drives the particle production (i.e., it plays

the role of the electric field in the analogy of particle creation by strong electric fields). This implies

that particle production can only occur in significant quantities for non-relativistic modes.3

We next point out that the Dirac equation with a time-dependent mass term results in mixing

between positive and negative frequency modes, similar to the case of the conformally coupled

3We neglect possible conformal symmetry breaking effects associated with preheating [77]. In that sense, there is a mild
implicit model dependence here.
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Klein-Gordon system with a time-dependent mass. To see this explicitly, consider the Dirac equa-

tion for the spinor mode functions uA,B that follows from Eq. (5.1):

i∂η

 uA

uB

 =

 am k

k −am


 uA

uB

 , (5.2)

which is our Eq. (A.23) from Appendix A. Here uA,B span the complete solution space (they con-

tain both approximate positive and negative frequency solutions in the adiabatic regime). Here

we are working in conformal time, which is related to the comoving observer’s proper time via

dt ≡ a(η)dη. From Eq. (5.2), we see that the rotation matrix that diagonalizes the right hand side

is a function of the time-dependent quantity am. Hence, the Dirac equation as a function of time

mixes approximate positive and negative frequency solutions leading to non-vanishing particle

production.

To estimate the Bogoliubov coefficient, we can compute the effects of the time-dependent mix-

ing matrix U ∈ O(2) as follows. We begin by inserting 1 = UTU into Eq. (5.2) to obtain

iU∂η

UTU

 uA

uB


 = U

 am k

k −am

UTU

 uA

uB

 (5.3)

=⇒ iU∂ηUT

 u′A

u′B

+ i∂η

 u′A

u′B

 =

 ωc 0

0 −ωc


 u′A

u′B

 , (5.4)

in which ωc =
√

k2 + m2a2 and the primed basis is defined to be u′A

u′B

 ≡ U
 uA

uB

 . (5.5)

The Dirac equation is diagonal in the primed basis except for the appearance of the mixing term

U∂ηUT =
a
2

 0 mHkp

k2
p+m2

− mHkp

k2
p+m2 0

 , (5.6)

with kp ≡ k/a. From this result, we see that during inflation the mixing term approximately

vanishes for a fixed comoving wave number k as a → 0, while after inflation it is the largest when

H is the largest. Using this result, it is straightforward to show that the Bogoliubov coefficients due

to mixing take the following form:

βmix
k ∼

ˆ
dt

mkp

k2
p + m2 He−2i

´
dt ωk , (5.7)
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in which ωk =
√

k2
p + m2. One may still ask whether there are any other sources of positive and

negative frequency mixing since the diagonal terms of Eq. (5.4) are time dependent, just as confor-

mally coupled scalar fields contain ω2 = k2 + m2a2 in their mode equations. The answer is no if

the fermionic particles are defined as modes that exactly satisfy the condition

i∂η

 u′A

u′B

 =

 √k2 + m2a2 0

0 −
√

k2 + m2a2


 u′A

u′B

 . (5.8)

For example, the adiabatic vacuum positive frequency modes are defined to be u′A

u′B

 ∝

 1

0

 e
−i
´

dt
√

k2
a2 +m2

. (5.9)

Eq. (5.9) corresponds to a zeroth order adiabatic vacuum in which the adiabaticity parameter εA is

defined as

εA ≡
mHkp(

k2
p + m2

)3/2 , (5.10)

in accordance with the usual conventions [36, 51, 19, 91]. This parameter vanishes in the asymptoti-

cally far past (near when the in-vacuum is defined) and in the far future (near when the out-vacuum

is defined). Eq. (5.9) coincides with uA

uB

→

√

ω+am
2ω√

ω−am
2ω

 e−i
´ η dη′ω (5.11)

in the basis of Eq. (5.2).

To summarize, the zeroth adiabatic order vacuum Bogoliubov coefficient is approximately given

by Eq. (A.57). Compared to the conformally coupled bosonic case (see e.g. [73]), the long wave-

length fermionic particle production is suppressed due to the appearance of kp in the numerator.

5.2 Light Mass Case and Generic Features of the Spectrum

In this section, we present a universal result for the spectrum in the light mass scenario that is

nearly independent of the details of the inflationary model. We shall show that under a specific

set of conditions, the Bogoliubov spectral amplitude (evaluated with observable particle state basis

defined at time t) takes the approximate form

|βk(t)|2 ∼ O(1/2). (5.12)
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m

H

te tm

Scale

Time
tk

kp = k �a

Figure 5.1: The evolution of the physical scales H(t), kp(t) and the corresponding time points.
Modes with comoving wavenumber k make the transition from relativistic to non-relativistic at
time tk. The Hubble rate drops below m at tm, and the end of inflation is at te.

An alternate argument emphasizing more of the spinorial nature of the fermions is presented in

Appendix B.1.

For Eq. (5.12) to hold generically, the following conditions must simultaneously be satisfied. The

fermions that are produced must be light (to be made precise below). After the end of inflation, the

modes that are produced must become non-relativistic during the time when the expansion rate is

the dominant mass scale. Finally, t must be a time when particles with kp = k/a are non-relativistic.

The evolution of the relevant physical scales is shown for clarity in Fig. (5.1). Here te denotes the

time of the end of inflation, tm is defined by H(tm) = m, and tk stands for the time when kp(t) = m.

The two conditions under which Eq. (5.12) holds are tm > tk > ti and t > tk, in which ti marks the
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beginning of inflation (not shown in the figure).

To show this more explicitly, we begin by noting that the modes that can be significantly pro-

duced by the FRW expansion satisfy kp . m, since relativistic modes are approximately confor-

mally invariant. Furthermore, during the time that kp . m, Eq. (A.57) takes the form

βk(t) ∼
ˆ t

dt′
kp(t′)

m
H(t′)e−2i

´ t′ dt′′ωk(t′′). (5.13)

Let us consider Eq. (5.13) for the time period with H(t′) > m, such that H2 > ω2
k . Here we take

k to be consistent with kp . m; more precisely, ma(t) > k > ma(ti), where ti is the time when

the initial vacuum is defined, which is typically at the beginning of inflation.4 In this regime, the

largest contribution to βk arises from the time tk when kp = k/a is at its largest while remaining

non-relativistic: i.e., k/a(tk) = m. When these conditions are satisfied, Eq. (5.13) results in

βk(t) ∼ O
(

k/a(tk)

m

)
, (5.14)

which we see is indeed of O(1).

Our result indicates that the fermion creation saturates the Pauli exclusion principle, since |βk|2

represents the phase space density of the fermions created. The conditions leading to this result can

be intuitively explained as follows. To have such a maximal production, we cannot excite kp � m

modes because of conformal symmetry. Furthermore, we cannot excite kp � m modes because the

violation of energy conservation is of order F∆x ∼ (Hkp)kp/(mH) ∼ (kp/m)kp, where F is the

force due to the expansion of the universe and ∆x is the distance over which the particle travels

under this force. In addition, the force can act on the virtual particle only on a time scale shorter

than the lifetime of the virtual state, which is of order 1/m. This is equivalent to the condition that

H > m for this picture of particle production.

As Eq. (5.14) is independent of H, the result is insensitive to the details of the inflationary model.

This insensitivity holds as long as the dominant contribution to βk(t) arises from the time period

with H(t′)/m > 1. However, H(t′)/m > 1 clearly fails if t′ > tm. Thus, there is a mild inflationary

model dependence, although it is largely insensitive. This is clear because the fermion mass can

be made arbitrarily small compared to the expansion rate for any inflationary model. As we shall

see in Sec. 5.4, a stronger inflationary model dependence arises from the dilution factor a(tm)/a(t),

which typically is a function of the reheating temperature.

4The condition k > ma(ti) comes from the requirement of setting the adiabatic vacuum condition, which only applies
for modes with subhorizon wavelengths.
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Given that there is a general restriction that |βk|2 < 1 from quantization conditions, here O(1)

must mean a number less than unity.5 To remind ourselves of this fact, we will refer to this O(1) < 1

number as O(1/
√

2). Putting all the conditions together with Eq. (5.14), we find

|βk(t)|2 ∼ O(1/2) for tm > tk > ti and t > tk. (5.15)

A more explicit restriction on k that is consistent with the requirements of Eq. (5.15) can be written

as follows:

ma(tm) & k > ma(ti) and ma(t) & k. (5.16)

Eqs. (5.15) and (5.16) are the main results of this section.

For modes with k > ma(tm), |βk|2 is smaller since Eq. (5.13) is suppressed by an additional

factor of H/m. The exact high k behavior of βk is sensitive to the adiabatic order of the vacuum

boundary condition as well as the details of the scale factor during the transition out of the quasi-

dS era. However, what is generic is that the spectral contribution to the particle density no longer

grows appreciably when k > ma(tm). Hence, we can define the critical momentum k∗ ≡ ma(tm),

which satisfies

k∗/ae = (He/m)2/na m, (5.17)

where we have parameterized the energy density after the end of inflation as ρ ∝ a−na . Integrating

over d3k/(2πa)3 to obtain the energy density of the fermions, for an order of magnitude estimate

we can introduce a step function Θ(k∗ − k) as follows:

ρΨ(t) ∼ 4× m
4π2

1
a3

ˆ
dkk2Θ(k∗ − k), tma(ti)

� tm < t, (5.18)

in which tmai is the time at which k = ma(ti). Assuming that the lower limit of Eq. (5.18) contributes

negligibly to the integral, we obtain

ρΨ(t) ∼ 4× m4

12π2

(
a(tm)

a(t)

)3

, (5.19)

which contains the mild inflationary scenario dependence discussed previously.

5.3 Example of Fermion Production in a Toy Inflationary Model

To test the analytic estimation of Sec. 5.2, we now numerically compute the particle production

in a toy inflationary model with instantaneous reheating occurs (i.e., in which the quasi-dS phase
5The Bogoliubov coefficients satisfy |α~k,s|

2 + |β−~k,s|
2 = 1, while Eq. (5.14) effectively neglects this constraint.
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connects instantaneously to the RD phase). As is well known, such non-analytic models have

unphysical large momentum behavior [36], which for our purposes can be dealt with simply by

cutting off the integration of the spectrum. We find there is an upper bound on the fermion mass if

m < He during inflation, similar to the case of fermion production in pure RD cosmology [52]. We

shall turn to the more realistic case in which the inflationary era exits to a transient pressureless era

during reheating in Sec. 5.4.

Let us consider a background spacetime which is initially dS with a Hubble constant He that is

followed by RD spacetime. Although the junction between the dS and RD eras is instantaneous,

the scale factor a(t) and the Hubble rate H(t) are continuous across the junction. In particular, if

we set the junction time at the conformal time η = 0 and we set the scale factor at the junction time

to be ae, the scale factor and Hubble rates can be written as

a(η) =


((

1
ae He
− η

)
He

)−1
η ≤ 0 (dS)

a2
e He

(
η + 1

ae He

)
η > 0 (RD),

(5.20)

in which

H(η) =


He η ≤ 0 (dS)

He

(
ae

a(η)

)2
η > 0 (RD),

(5.21)

indicating that the leading discontinuity in a occurs at second order in the conformal time deriva-

tive.

To compute βk using Eq. (A.45), it is necessary to fix the boundary conditions for the in-modes

and the out-modes. For the in-modes, we require that in the infinite past, when a certain given

mode’s wavelength is within the horizon radius, its mode function must agree with the flat space

positive frequency mode function. In other words, as a(η)→ 0, uA

uB


in

k,η

→


√

ω+a(η)m
2ω√

ω−a(η)m
2ω

 e−i
´ η ω(η′)dη′ . (5.22)

The in-modes’ analytic expressions during the dS era thus take the form uA

uB


in

k,η

=


√

π
4 (

k
aHe

)ei π
2 (1−i m

He )H(1)
1
2−i m

He
( k

aHe
)√

π
4 (

k
aHe

)ei π
2 (1+i m

H )H(1)
1
2+i m

He
( k

aHe
)

 (5.23)

(5.24)
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Figure 5.2: The Bogoliubov coefficient amplitude |βk|2 as a function of k/(aeHe) for various ratios
of the fermion mass to the Hubble expansion rate during the dS era.

where H(1)
ν are Hankel functions of the first kind. Similarly, for the out-modes, as k/a > H(η) in

the RD era, we require the mode functions to agree with the flat space positive frequency mode

functions, i.e., as a(η)→ +∞, uA

uB


out

k,η

→


√

ω+a(η)m
2ω√

ω−a(η)m
2ω

 e−i
´ η ω(η′)dη′ . (5.25)

The out-mode analytic expressions during the RD era are given by uA

uB


out

k,η

=

 e−
π
4 CD−iC(eiπ/4

√
2m

H(η)
)

√
Ce−

π
4 C+i π

4 D−iC−1(eiπ/4
√

2m
H(η)

)

 , (5.26)

in which C ≡ (k2/a2
e )/(2mHe) characterizes the ratio of the momentum to the dynamical mass

scale and the Dv(x) are parabolic cylinder functions.

The numerical results for |βk|2 are shown as a function of k/(aeHe) for various choices of the

fermion masses in Fig. 5.2. From these results, we first note that it can be determined that for

heavy masses m > He, e.g. m/He = 1 or 3, the infrared end of the spectrum behaves as |βk|2 ∼

(1 + exp(2πm/He))−1. Further details of the heavy mass case are given in Appendix B.2. As the
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heavy mass situation is likely to be more sensitive to the abrupt transition approximation made in

this section, we restrict our attention here to the light mass case in which m < He.

For the light mass case (e.g. m/He = 10−5 in Fig. (5.2)), we can see there are three ranges of

k that each have qualitatively different behavior. For k/ae > He, the modes are still inside the

horizon at the end of inflation, and the spectrum falls off as |βk|2 ∝ k−6. In contrast, for
√

mHe <

k/ae < He, the modes are outside of the horizon at the end of inflation and remain relativistic at

the time when m = H(η) during RD. In this case, the spectrum falls off as |βk|2 ∝ k−4. Finally,

for k/ae <
√

mHe, the modes are outside the horizon at the end of inflation and have become

non-relativistic before m = H(η) during RD. This results in a constant spectrum of |βk|2 ≈ 1
2 , in

agreement with the results of Sec. 5.2. Generically, if the scale factor a(η) is sufficiently continuous

[50, 91], the spectrum will fall off in the ultraviolet region faster than k−3, such that the total number

density n ∼
´

d3k|βk|2 is finite. The majority of the contribution arises from the region in which

k/ae <
√

mHe where |βk|2 ≈ 1
2 , as anticipated in Sec. 5.2. The number density for particle masses

in the range of m < 0.1He is numerically determined to be (recall that ηm is defined by H(ηm) = m)

n(η) = 4× 0.005 m3
(

a(ηm)

a(η)

)3

, (5.27)

which again agrees with the analytic estimate of Eq. (5.19).

5.4 Inflationary Reheating Dependence

We now consider the more realistic situation in which there is a smooth transition region between

the dS and RD phases. When inflation ends, there is typically a period of coherent oscillations

(ae < a < arh) during which the equation of state is close to zero (see e.g. [92, 93, 94]). During that

period, the expansion rate behaves as H ∝ a−3/2 and not a−2 as during RD. This difference will lead

to an effective dilution of the dark matter particles by the time RD is reached. More precisely, the

fermion number density will be diluted as 1/a3 as long as the fermion plus anti-fermion number is

approximately conserved. As we shall see below, the integrated dilution is typically a function of

the reheating temperature during inflation.

Accounting for the dilution, in this section we estimate the relic abundance of fermionic parti-

cles (fermions plus anti-fermions).6 The dilution consideration breaks up naturally into two cases:

6This requires the fermion self-annihilation cross section rate to be smaller than the expansion rate throughout its
history. Such weak interactions generically can be achieved for sufficiently large particle masses [19], which are allowed as
long as the inflationary scale is sufficiently large.
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arh > a(tm) and arh < a(tm). The former case corresponds to the situation in which the dominant

particle production occurs during the reheating period, while the latter case corresponds to the

complementary situation, which we shall see below is unlikely to be physically important.

Let us begin with the case of arh > am, which corresponds to

He � m > Hrh ∼
√

g∗
3

T2
rh

Mp
=

(
Trh

109 GeV

)2 ( g∗
100

)1/2
GeV, (5.28)

where Hrh is the expansion rate at the time radiation domination is achieved. In this case, we have

ρΨ(teq) ∼ 0.03m4
(

Hrh
m

)2
(

arh
aeq

)3

, (5.29)

in which we have used the fact that H ∝ a−3/2 during reheating. We thus find the relic abundance

today of fermionic particles to be

Ωψh2 ∼ 3
( m

1011 GeV

)2
(

Trh
109 GeV

)
. (5.30)

This matches Eq. (44) of [74] (up to a factor of order of a few, part of which is expected from counting

fermionic degrees of freedom), which was computed in the context of conformally coupled scalar

fields. The match is interesting because the analog of Eq. (A.57) for the conformally coupled scalar

field case has a different k/a dependence that converts into an effective m dependence due to the

conformal invariance of the fermionic kinetic term. Eq. (5.30) also agrees with the model dependent

numerical results of [55] up to a factor of 10. The related ratio of the fermion energy density to the

radiation energy density at matter radiation equality, ρΨ(teq)/ρR(teq), is the same as Eq. (5.30) up

to a factor of 10.

For the case with arh < am, we have

ρΨ(teq) ∼ 0.03m4

(
am
aeq

)3

, (5.31)

which leads to
ρΨ(teq)
ρR(teq)

∼
( m

108 GeV

)5/2
(

g∗(tm)

100

)−1/4

(5.32)

which up to an order of magnitude is Ωψ. However, since this applies only for

m <

(
Trh

109 GeV

)2 ( g∗
100

)1/2
GeV, (5.33)

the relic abundance is negligible in this case. For example, a m ∼ 1 GeV benchmark point will

render ΩΨ ∼ 10−20.
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Chapter 6

Isocurvature 2-Point Correlator

In Chapter 5, we have seen massive fermion particles can also be produced gravitationally during

inflation and serve as dark matter candidates. The produced fermions will not necessarily be ho-

mogeneous. We want to know how much density perturbation will be produced in this way. Since

fermion is not coupled to inflaton directly, this density perturbation will be of the isocurvature

type.

The phenomenology of multifield inflationary models has been extensively studied (see e.g. [95]).

Our models differs from the usual curvaton model in that fermion does not come from the curvaton

decay, rather the light scalar field’s inhomogeneous VEV modulate the fermion’s non-perturbative

production.

Through the study of a Yukawa theory, we have found the following results

• Without Yukawa interaction, the correlation between number density perturbation is unde-

tectable at CMB scale.

• With Yukawa interaction and a light scalar field, the scalar field’s perturbation will modulate

the fermion production via changing the fermion effective mass.

These result can be understood intuitively as this. At leading order, the scaling dimension of ψ

dictate its Green’s function decays as a(t)−3 at late time and large separation during inflation. In the

Yukawa model, the fermions density will preserves the information of the scalar field’s fluctuation

at the ending time (mψ = H(η∗)), just as the CMB photons captures the density fluctuation of the

recombination time.
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This Chapter is organized as follows. In Section 6.1, we setup the formalism for the computa-

tion. In Section 6.2, we present the leading order result, i.e. diagram (a) in Fig (6.1). In Section

6.3, we present the next leading order result. Finally, in Section 6.5, we discuss the fermion loop

correction to the scalar propagator during the de Sitter era. In Appendix C.1, we give the late time

large separation limit for the fermion correlator. In Appendix C.2, we demonstrate how to find

the dominant Feynman diagram by comparing the scaling behavior of the propagators. In Ap-

pendix C.3, we use Bogoliubov transformation to compute the particle production contribution to

a loop diagram.

6.1 Setup

In this section, we first define a quantum operator that corresponds to the isocurvature variable

in the classical cosmological perturbation theory. Then we introduce the relevant counter-terms

to renormalize this composite operator. Finally, we expand its two-point function using the in-in

formalism.

The full action is given by Eq. (2.1). In this section, we first approximate by ignore the inflaton

sector and ignore the gravitational interactions. The fermion field ψ and scalar field σ are evolving

on a quasi de Sitter background. This is assuming that during inflation, ψ and σ are energetically

unimportant. The effect of the inflaton fluctuation and the gravitational coupling is considered in

the next Chapter.

In classical cosmological perturbation theory, one can define the following gauge-invariant ob-

ject (see, e.g. Ch 5 of [96])

ζO(~q, t) =
A(~q, t)

2
− H

δO(~q, t)
˙̄O

(6.1)

where the scalar metric perturbation is parameterized as

δg(S)µν =

 −E aF,i

aF,i a2[Aδij + B,ij]

 (6.2)

and O = Ō+ δO is a diffeomorphism scalar field. Then under a gauge transformation parametrized

by εµ = (ε0, a−2∂i(ε
S)), we have

∆A = −2Hε0, ∆B = − 2
a2 εS (6.3)

∆E = −2ε̇0, ∆F =
1
a
(ε0 − ε̇S + 2HεS). (6.4)

∆δO = −ε0 ˙̄O (6.5)
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which can be obtained from ∆(δg(S)µν ) = −Lεµ∂µ
ḡµν. Thus, one can easily check

∆ζO(~q, t) = 0 (6.6)

Let ρψ represent the energy density of the fermion field, with ρψ = ρ̄ψ + δρψ separation. Then

we can define

δS = 3(ζψ − ζφ) (6.7)

ζψ ≡ A
2
− H

˙̄ρψ
δρψ (6.8)

ζφ ≡ A
2
− H

˙̄φ
δφ (6.9)

Since ζψ and ζφ are first order gauge invariant, δS is first order gauge invariant. In comoving gauge

where δφ = 0, we have

δS = −3
H
˙̄ρψ

δρψ (6.10)

To promote δS ,we need to define ρψ as an operator and ρ̄ψ(t) as a c-number function of time,

then δρψ = ρψ − ρ̄ψ will be naturally defined. From the physics intuition that ψ particles will be

produced gravitationally during inflation and behaves as cold dark matter (CDM) after m > H(t),

we can expect that at late time 〈ρψ〉 � 〈pψ〉 . Thus we make the following approximation,

ρψ ≈ ρψ + 3pψ = Tµ
µ = mψ̄ψ (6.11)

where we used the on-shell fermion stress tensor (in vierbein indices)

Tab =
i
2

ψ̄(γ(a∇eb)
− γ(a

←
∇eb)

)ψ (6.12)

and the EOM for ψ. The function ρ̄ψ(t) can be defined as

ρ̄ψ(t) = 〈in|ρψ|in〉 ≈ m〈in|ψ̄ψ|in〉 (6.13)

We shall further use the approximation that

d
dt

ρ̄ψ(t) = −3H(ρ̄ψ + p̄ψ) ≈ −3Hρ̄ψ (6.14)

Plug in ρ and ρ̄ into Eq. (6.10), we get δS ≈ ψ̄ψ−〈ψ̄ψ〉
〈ψ̄ψ〉 . The subtraction of 〈ψ̄ψ〉 in the numerator

removes the self-contraction diagrams, thus one get only connected diagrams about ψ̄ψ. In prac-

tice, if we compute the spatial Fourier transform of correlators with δS insertion, the 〈ψ̄ψ〉 in the

numerator does not contribute at non-zero momentum. Thus, we may take

δS ≈
ψ̄ψ

〈ψ̄ψ〉 (6.15)
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in the following computation.

Since ψ̄ψ is a composite operator, we need to renormalize it by mixing it with operators of

dimension 3 and lower. The renormalized field operator (ψ̄ψ)x,r is

(ψ̄ψ)x,r = (ψ̄x)r(ψx)r(1 + δZ1) + δZ2(σx,r)
3 + δZ3(σx,r)

2

+δZ4σx,r + δZ5 + δZ6�σx,r + δZ7R + δZ8Rσx,r (6.16)

Thus we may define the renormalized partition function,1

Zr[Kr] =

ˆ
DσDψDψ̄ exp

{
i
h̄

ˆ
CTP

(dx) (Lr + Lc.t. + Kx,r(ψ̄ψ)x,r)

}
(6.17)

and the renormalized generating functional Wr[Kr]

exp[
i
h̄

Wr[Kr]] = Zr[Kr]. (6.18)

Our goal in the remaining part of this section is to evaluate

〈(ψ̄ψ)x,r(ψ̄ψ)y,r〉c =
(

δ
i
h̄
√

gxδKx,r

δ
i
h̄
√gyδKy,r

i
h̄

Wr[Kr]

)∣∣∣∣∣
Kr=0

(6.19)

for x0 = y0 = tx at a sufficiently late time when particle production has ended. The spatial sepa-

ration |~x−~y| is large enough such that their common past history I−(x) ∩ I−(y) lives deep within

the inflationary era.

The relevant diagrams are given in Fig. (6.1), where diagram (a) is the LO contribution which

will be considered in Section 6.2, and diagrams (b-e) will be considered in Section 6.3.

6.2 Leading Order Result

In this section, we evaluate the diagram (a) in fig. (6.1).

〈nψ,xnψ,y〉(a) = −Tr
[
〈ψxψ̄y〉〈ψyψ̄x〉

]
= ∑

i,j
V̄i,xUj,xŪj,yVi,y (6.20)

Using contour integral, we can evaluate the mode-sum analytically. The details are in given Ap-

pendix B. The result is

〈nψ,xnψ,y〉(a) =


1

π4a6
x |~x−~y|6

(
1 + O

[(m
H
)2
])

(m� Hin f )

1
π4a6

x |~x−~y|6
(4π)

(m
H
)3 exp(−2π m

H ) (m� Hin f )

(6.21)

1In principle, there should be local terms involving more Kx,r in the action, such as δZ K2
x,r or ∂K · ∂K . However we are

only interested in δ
δKx

δ
δKy

W (x 6= y), and these terms do not contribute. Thus we can omit them in the action. We note this
is only true if we are working in the coordinate space Feynman diagram, as soon as we do Fourier transformation, we shall
encounter the x = y case, and O(K2) terms are needed.
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(a) (b)

(c) (d) (e)

x

x x x

xy

y y y

y

z w

z

z

z

w

w

w

Figure 6.1: The LO and NLO diagrams for 〈(ψ̄ψ)x,r(ψ̄ψ)y,r〉c , where the cross-dot vertices is ψ̄ψ
insertion.

We can understand this result by backtracking the two points x, y to the time when they were

deep inside the horizon, and see what happened when they grow apart.

1. In the heavy mass case (m � Hin f ), the Compton radius m−1 is smaller than the horizon

radius H−1. The physical separation rphys will first grow to the Compton wavelength, and

trigger the exponential suppression factor (exp(−2mrphys)) in the correlator.

〈ψ̄ψxψ̄ψy〉 f lat,rphys<m ∼ m3

4π3r3
phys

exp(−2mrphys) (6.22)

As the physical separation rphys grows further to exceed the horizon radius H−1, the corre-

lator would freeze and start falling as (ar/aη)6, where ar = 1/(Hr) denote the scale factor at

the horizon crossing. Then we recover the heavy mass formula, with ar =
1

Hr , rphys = H−1

(
ar

aη

)6 m3

4π3r3
phys

exp(−2mrphys) ∼
1

a6
xr6

(m
H

)3
exp(−2

m
H
) (6.23)

Thus we recover the heavy mass result.

2. In the light mass case (m � Hin f ), the physical distance will cross the horizon radius first,

without the exponential suppression of exp(−2mrphys). From the flat space UV limit result

1
r6

phys
,

〈ψ̄ψxψ̄ψy〉 f lat,rphys<m ∼
1

r6
phys

(6.24)

we get (ar =
1

Hr , rphys = H−1) (
ar

aη

)6 1
r6

phys
∼ 1

a6
xr6

(6.25)

Thus we recover the light mass result.
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Unfortunately, the fractional relic density fluctuation at CMB scale2 is too small

〈δρxδρy〉
〈ρψ〉2

∼
m2/(π4a6r6

CMB)

m2m6(a6∗/a6)
∼
(

1
a∗mrCMB

)6
. (6.26)

where rCMB is the comoving distance for typical CMB observation scale and the subscript ∗ denotes

the time when fermion production ends. Let aCMB denotes the scale factor when CMB scale exits

the horizon then we have

r−1
CMB ∼ aCMBHin f (6.27)

Assuming the fermion production ends during reheating when mψ = H(t), and H ∝ a−α during

reheating, then we have

aeHin f

a∗mψ
∼ aeHe

a∗H∗
∼
(

ae

a∗

)1−α

∼
(

He

H∗

)1− 1
α

(6.28)

Assuming that inflation ends 60 efolds after the CMB scale exits horizon and MD-like reheating i.e.

α = 3/2, then we have

〈δρxδρy〉
〈ρψ〉2

∼
( aCMBHin f

a∗mψ

)6

∼
(

aCMB
ae

aeHin f

a∗mψ

)6

∼ e−300
(

He

mψ

)2
(6.29)

Using the fermion relic abundance formula Ωψ ∼ (mψ/1010GeV)2, for example, we take TRH =

109GeV and g∗ = 100, then we get

〈δρxδρy〉
ρ2

tot
∼ Ω2

ψ

〈δρxδρy〉
〈ρψ〉2

∼ e−300
(

He

1010GeV

)2
(6.30)

We see that generically the pure fermion isocurvature perturbations are small on CMB scale.

6.3 Next Leading Order Result

We consider the diagrams (b)-(e) in fig.(6.1). They represent the effect of the Yukawa interaction to

the fermion production. Here we only consider the case of light fermion mψ < Hin f .

First, we want to estimate which diagram gives the largest contribution when x, y have large

spatial separation. From Appendix C.1 that equal-time correlator 〈σxσy〉 scales as r2ν−3 and 〈ψxψ̄y〉

scales as r−3, we can expect that diagrams that has fewer fermion lies stretched between x, y de-

creases slower when r → ∞. Thus we shall take diagram (b) as the dominating diagrams.

2Since the 〈δρδρ〉 are frozen as long as the two points are outside of horizon, we can extrapolate this large spatial
separation result obtained at the end of inflation to the recombination time.
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For diagram (b), we have can expand it using commutators

Ib(x, y) = 〈(ψ̄ψ)x,r(ψ̄ψ)y,r〉c,diag(b) (6.31)

= 4(iλ)2
ˆ x

(dz)
ˆ y

(dw)〈ψ̄ψ[xψ̄ψz]〉〈ψ̄ψ[yψ̄ψw]〉〈σ{zσw}〉 (6.32)

+4(iλ)2
ˆ x

(dz)
ˆ y

(dw)〈ψ̄ψ{xψ̄ψz}〉〈ψ̄ψ[yψ̄ψw]〉〈σ[wσz]〉Θ(w0 − z0) (6.33)

+4(iλ)2
ˆ x

(dz)
ˆ y

(dw)〈ψ̄ψ[xψ̄ψz]〉〈ψ̄ψ{yψ̄ψw}〉〈σ[zσw]〉Θ(z0 − w0) (6.34)

≈ (iλ)2
ˆ x

(dz)
ˆ y

(dw)〈[ψ̄ψx, ψ̄ψz]〉〈[ψ̄ψy, ψ̄ψw]〉〈σ{zσw}〉 (6.35)

where [· · · ] means anti-symmetrization and {· · · }means symmetrization. As derived in Appendix

C.2, 〈[σx1 , σx2 ]〉 is suppressed by a−2ν relative to 〈{σx1 , σx2}〉, whereas 〈[ψ̄ψx1 , ψ̄ψx2 ]〉 is suppressed

by a−1 relative to 〈{ψ̄ψx1 , ψ̄ψx2}〉. The last line is obtained by keeping only the dominating contri-

bution.

Since the fermion particle production ends at t∗ and the previously produced particles are

mostly diluted away, we expect the z, w integrals to peak around the time t∗. For late time and

large spatial separation, the scalar correlator 〈σ{zσw}〉 will be slowly varying. Thus we may ap-

proximately take 〈σ{zσw}〉 = 〈σ{z0
σw0}〉, where z0 = (~x, t∗) and w0 = (~y, t∗), and factor it outside

of the z, w integral.

The remaining fermion integral can be evaluated using the following identity

−i
ˆ x

(dw)〈[ψ̄ψx, ψ̄ψz]〉 = ∂m〈ψ̄ψx〉 = ∂mnψ(x) (6.36)

An explicit check of this integral using Bogoliubov coefficients is given in Appendix C.3. Thus we

get

〈nxny〉NLO ≈ Ib(x, y) ≈ λ2[∂mnψ(x)][∂mnψ(y)]〈σ{z0
σw0}〉 (6.37)

We can understand that the number density correlator 〈nxny〉 is generated from the slowly varying

scalar corrector 〈σ{zσw}〉 via the correction of the fermion mass.

Therefore, we can generalize this result to

〈nxny〉NLO ≈ 〈nψ(mψ + λσ(x))nψ(mψ + λσ(y))〉σ

≈ λ2(
∂

∂m
nψ)

2〈σ{(~x,t∗)σ(~y,t∗)}〉

+
1
4

λ4(
∂2

∂m2 nψ)
2〈σ2
{(~x,t∗)σ

2
(~y,t∗)}〉+ O(λ6) (6.38)

Here note that we expanded it using the perturbative parameter λ assuming this expansion per-

turbatively under control. However, the assumption may breaks down and the expansion does
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not hold when the other factors overtake the λ suppression. i.e., λHin f /m � 1. We shall mainly

focus on the parameter region where the perturbation holds in this paper and leave the other re-

gion for the future investigation although the region may have interesting features such as large

non-Gaussianities.

6.4 Isocurvature Power Spectrum

In the long wavelength limit, the temperature fluctuation is [97]

∆T
T

= −1
5

ζ − 2
5

S (6.39)

where

S =
δρψ

ρDM
=

Ωψ

ΩDM
δS ≡ ωψδS. (6.40)

and ωψ = Ωψ/ΩDM indicate the relative abundance of the fermion dark matter compared with the

total dark matter.

If we define the power spectrum of observable O as

PO(k) ≡
k3

2π2

ˆ
d3x

〈
O~0O~x

〉
e−i~k·~x, (6.41)

then we find the power spectrum of the temperature fluctuation

P ∆T
T

=
1

25
Pζ +

4
25
PS , (6.42)

where the cross-correlation term has been dropped. From Eq. (6.38), we have

PS(k) = ω2
ψλ2

(
∂mnψ(mψ)

nψ

)2

Pσ(k) + O(λ4). (6.43)

The power spectrum for a light scalar field can be obtained as

Pσ(k) =
H2(tk)

4π2

(
k

a(tm)H(tk)

)−(2/3)(m2
σ/H2)

(6.44)

where tk is the time when k exits horizon. The slow decay of the σ modes suppresses the modes

that exit horizon early, therefore the isocurvature power spectrum is slightly blue-tilted relative to

ζ power spectrum. In the region m2
σ/H2 � 1/60, we can ignore the slow decay factor in Pσ and get

PS(k) ≈ ω2
ψλ2

(
∂mnψ(mψ)

nψ

)2 H2(tk)

4π2 (6.45)
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For example, if we consider MD-like reheating, then from Eq. (5.19) and Eq. (5.30), we get

αS ≡
PS

Pζ + PS
∼ λ2

( mψ

103GeV

)2
(

TRH

109GeV

)2 ( H
1013GeV

)2
(6.46)

The current observational bound[98, 99, 100, 101] of the isocurvature for the uncorrelated case, i.e.

〈ζS〉 = 0, is αS < 0.07, which can be used to constrain λ and mψ.

6.5 Corrections to Scalar Field Propagator

In this section, we want to consider the effect of the produced fermions on the σ correlator. In

general, σ field would acquire a plasma mass when interacting with an ensemble of particles. Here

we want to check that whether this effect is so large that we can no longer treat the scalar field as a

light field during inflation. Here, to be consistent with our renormalization condition, we will use

the WKB mode function to define fermion particles during inflation, i.e. the vacuum choice is the

adiabatic vacuum.

The fermion number density is about m3
ψ before particle production ends, since the Bogoliubov

coefficient |βk,η |2 1/2 for k/a < mψ. Thus the number of fermions per horizon is about m3
ψ/H3,

which is much less than one. We expect the fermions to have no effect on the scalar mode when it is

sub-horizon. After the scalar mode exits horizon, the fermions exert a tiny drag on σ, and shift the

zero-point of σ’s potential. Apart from this effect, we see the equation of motion is also modified

(see [29]),

0 = (�−m2
σ)σx − λ〈ψ̄ψx〉+ Y + iλ2

ˆ x
(dz)〈[ψ̄ψx, ψ̄ψz]〉σz + O(λ4) (6.47)

Thus, we redefine σx = σ̃x +
−λ〈ψ̄ψx〉+Y

m2
σ

, where Y ∼ O(λ) absorbs the divergent part in λ〈ψ̄ψx〉.

During inflation, we expect 〈ψ̄ψx〉 to be spacetime independent, thus �〈ψ̄ψx〉 = 0. Thus we have,

0 = (�−m2
σ)σ̃x + iλ2

ˆ x
(dz)〈[ψ̄ψx, ψ̄ψz]〉σ̃z + δm2

σ(Λ, mψ)σx + O(λ3) (6.48)

≈ (�−m2
σ)σ̃x − λ2(

∂nψ

∂mψ
)σ̃x + O(λ3) + c.t. (6.49)

≈ (�− [m2
σ + λ2 ∂nψ

∂mψ
])σ̃x + O(λ3) + c.t. (6.50)

where in the derivation we used the slow modes approximation for σ̃z, which is valid as long

as kσ � axmψ. The divergent part in iλ2 ´ x(dz)〈[ψ̄ψx, ψ̄ψz]〉σ̃z is canceled by the counter-term

δm2
σ(Λ, mψ)σx.
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If we estimate nψ = C1m3
ψ during inflation, then the mass correction would be λ2 ∂nψ

∂mψ
∼

C1λ2m2
ψ. Thus, as long as

C1λ2m2
ψ + m2

σ � H2 (6.51)

we can approximately take σ field to be light during inflation.
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Chapter 7

Isocurvature Cross Correlator

In the last chapter, we computed the two point function of the isocurvature operator. This encodes

the strength of the energy density fluctuation of the fermion field at various scales at the initial

time. In this chapter, we compute the cross correlation of the isocurvature operator and curvature

operator. 〈δSζ〉 This encodes how aligned these two types of fluctuations are at the initial time.

Since both types of perturbations will lead to temperature fluctuation ∆T
T of the CMB photon, it is

necessary to know how they interfere with each other.

To extract the particle production’s contribution to the loop diagram, we used the Bogoliubov

subtraction prescription. We find that the cross correlator is small. The intuition is as follows

• The ζ field enjoys a shift symmetry. Recall that ζ reflects the local fluctuation of the scale

factor a(t), thus a spacetime constant shift of ζ is equivalent to multiply the scale factor by a

constant. However such a change does not affect the background expansion history, which

is encoded in H(t) = d ln a/dt. Since any physical observable should be independent of the

normalization of a(t), a constant shift of ζ has no effect on the physical observables.

• Fermions are produced continously during inflation and early era of the reheating. Due to

the dilution of the early produced quanta, the majority of the remaining fermions are pro-

duced latest. Around this production time, let’s consider the ζ fluctuation with a comoving

wavenumber pCMB that corresponds to the CMB observation scale. Such a fluctuation is

nearly constant in space and time, with fractional variation on the order of
( p

aH
)2 e−60×2.

This nearly constant ζ will have little effect on the fermions production at late time.
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The argument for the cross correlator only depends on the a−3/2 scaling behavior of the fermion

field mode function. It also applies for heavy scalar field with m > Hin f . Hence, in the following

discussion we do not use the explicit form of the fermion stress tensor Tµν. However, we do give

explicit check for fermion case in the Appendix.

This chapter is organized as follows. In Section 7.1, we give formal formula for the cross correla-

tor. In Section 7.2, we show that the cross correlator is suppressed in the long wavelength limit due

to the derivative coupling of ζ and matter. In Section 7.3, we show that computation in comoving

gauge and uniform curvature gauge are equivalent.

7.1 Formal Expression of Cross Correlator

First, we recall the gauge invariant definition for isocurvature curvature and curvature perturba-

tion in Eq. (6.7),

δS = 3(ζψ − ζ), ζψ =
A
2
− H

˙̄O
δO (7.1)

where we used operator O for the fermion energy density operator and to keep the discussion

general. Also we recall the general form of matter-gravity interaction (see e.g. Eq. (2.32, 2.36))

Sint =

ˆ
(dx)

1
2

Tµν(x)δgµν(x; ζ) (7.2)

the in-in cross correlator to the 1-loop order is given by

〈δ+S (x)ζ+(y)〉1−loop = i
ˆ

M
(dz)〈δ+S (x)ζ+φ (y)

1
2

Tµν+(z; ψ)δg+µν(z; ζ)〉 (7.3)

−i
ˆ

M
(dz)〈δ+S (x)ζ+φ (y)

1
2

Tµν−(z; ψ)δg−µν(z; ζ)〉 (7.4)

In the inflationary background, ζ can be quantized as

ζ(~x, t) =

ˆ
d3k[a~k

ei~k·~x

(2π)
3
2

u(ζ)
k (t) + a†

~k
e−i~k·~x

(2π)
3
2

u(ζ)∗
k (t)] (7.5)

u(ζ)
k (t) ≈ 1√

4ε(tk)

H(tk)

k
3
2

ei k
aH (1− i

k
aH

) (7.6)

where tk is the time when mode k exit the horizon. In the limit that k is outside of horizon k/aH �

1, we have the following expansion

u(ζ)
k (t) = u(ζ),o

k [1 +
1
2

(
k

aH

)2
+

i
3

(
k

aH

)3
+ · · · ] (7.7)

u(ζ),o
k =

1√
4ε(tk)

H(tk)

k
3
2

(7.8)
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where u(ζ),o
k represent the asymptotic value for the mode function when it is outside of horizon.

To proceed further, we choose a gauge. It is not obvious that computation in uniform curvature

gauge would give the same result as in comoving gauge, due ot the difference in the form of δS

and in the interaction action. However, we show that this is indeed the case in Section 7.3. Thus,

without loss of generality, we use comoving gauge.

In comoving gauge, the Fourier transform of cross correlator (same Fourier convention as in

Chapter 6):

〈δ(C)S (~k, t)ζ(~p, t)〉1−loop

= −3
H
˙̄O

i
ˆ t f

(dz)〈O+(~k, t)ζ+(~p, t)(L(C)+int −L(C)−int )〉

= −3
H
˙̄O

i
ˆ t

(dz)
{
〈1

2
{ζ(~p, t), δg(C)µν (z; ζ)}〉〈[O(~k, t),

1
2

Tµν(z; σ)]〉

+〈1
2
{O(~k, t),

1
2

Tµν(z; σ)}〉〈[ζ(~p, t), δg(C)µν (z; ζ)]〉
}

(7.9)

= (2π)3δ3(~k + ~p)[Iζ→δS(k) + IδS→ζ(k)] (7.10)

The first term contains an anti-commutator on ζζ internal line, with commutator on the matter loop.

This represents the effect of ζ’s vacuum fluctuation on isocurvature. The second term contains an

commutator on ζζ internal line, with anti-commutator on the matter loop. This represents the effect

of isocurvature’s vacuum fluctuation on curvature.

7.2 Suppression from Derivative Coupling

To estimate the cross correlator, we first introduce the long-wavelength approximation for ζ. From

the fermion relic abundance calculation, we know that the majority of fermions are produced at

late time after inflation ends. Around that time, the wavelength for ζ mode is far outside of hori-

zon. The physical length scale of ζ perturbation
(

p
a(tx)

)−1
is much longer than the gravitational

particle production length scale H(tx)−1, thus we may approximately take the long-wavelength

approximation for ζ:

〈{ζ(~p, t), ζz}〉 ≈ e−i~p·~z|uζ,o
p |2 2 (7.11)

〈{ζ(~p, t), (− ζ

H
+ ε

a2

∇2 ζ̇),i}〉 ≈ e−i~p·~z|uζ,o
p |2 2(−ipi)(

−1 + 2ε

H
)z (7.12)

〈{ζ(~p, t),
ζ̇z

Hz
}〉 ≈ e−i~p·~z|uζ,o

p |2 (−4)
( p

aH

)2
(7.13)
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and

〈[ζ(~p, t), ζz]〉 ≈ e−i~p·~z|uζ,o
p |2

2i
3

( p
aH

)3
(7.14)

〈[ζ(~p, t), (− ζ

H
+ ε

a2

∇2 ζ̇),i]〉 ≈ e−i~p·~z|uζ,o
p |2

( p
aH

)2
ap̂iε (7.15)

〈[ζ(~p, t),
ζ̇z

Hz
]〉 ≈ e−i~p·~z|uζ,o

p |2 (−2i)
( p

aH

)3
(7.16)

To further simplify this expression, we shall also approximately assume Ō has the following

time dependence Ō(t) ∝ a−3(t) at late time, which is from the intuition that Ō is proportional to

the cold dark matter’s number density at late time. From the above approximations on ζ and Ō(t),

we get

Iij
ζ→δS

(p) ≈
|uζ,o

p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), Tij(z)]〉
(

a2δij

)
(7.17)

I0i
ζ→δS

(p) ≈
|uζ,o

p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), T0i(z)]〉
(

ipi
H

)
(7.18)

I00
ζ→δS

(p) ≈
|uζ,o

p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), T00(z)]〉2
( p

aH

)2
(7.19)

and

Iij
δS→ζ(p) ≈

|uζ,o
p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈1
2
{O(~0, t), Tij(z)}〉

×
(

a2δij
2i
3

( p
aH

)3
)

(7.20)

I0i
δS→ζ(p) ≈

|uζ,o
p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈1
2
{O(~0, t), T0i(z)}〉

×
(

ap̂iε(tz)
( p

aH

)2
)

(7.21)

I00
δS→ζ(p) ≈

|uζ,o
p |2

Ō
i
ˆ t

tp

(dz)e−i~p·~z〈1
2
{O(~0, t), T00(z)}〉

×
(

2i
( p

aH

)3
)

(7.22)

Next, we shall show that Iζ→δS(p) and IδS→ζ(p) are suppressed by
(

p
a(t∗)H

)2
, where t∗ is the

time for gravitational production (for continous production, it is the time for the end of production).

The suppression in Iζ→δS(p) is due to that ζ and σ’s gravitational couplings are actually derivative
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coupling, and at late time ζ is nearly constant in space and time. One only need to show

ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), a2
zδijTij(z)]〉 ∼ O(p2) (7.23)

ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), T0i(z)]〉 ∼ O(p) (7.24)

ˆ t

tp

(dz)e−i~p·~z〈[O(~0, t), T00(z)]〉a−2
z ∼ O(1) (7.25)

Since there is no inverse power of p coming from the matter-loop, it is obvious Eq. (7.25) holds.

To see Eq. (7.24) holds, we may set p = 0 on the LHS. By isotropy, the LHS is zero. Thus Eq.

(7.24) start from p linear term.

To see Eq. (7.23), we may set p = 0 on the LHS again. We claim that

i
ˆ t

dtzd3z a3
z〈[O(~0, t), Tij

z a2
zδij]〉 = 0 (7.26)

The reason is that 〈in|O(~0, t)|in〉 is invariant under a spatial dilation flow centered at (~0, t). More

precisely, we define a local dilation flow Xµ(x) = W(x)(0, x1, x2, x3), where W(x) is a window

function that is one inside the past lightcone of point (~0, t) and smoothly goes to zero at spatial

infinity. Then, we get

∇iXj = a2δij + a2(xj∂iW). (7.27)

We can replace Tij
z a2

zδij by Tij
z ∇iXj − Tij

z a2(xj∂iW). However the W dependent part only has sup-

port outside of the light-cone while the commutator only has support inside the light-cone, thus

the W dependent part does not contribute. We get

i
ˆ t

dtzd3z a3
z〈in|[σ2(~0, t), Tij

z a2
zδij]|in〉 = i

ˆ t
dtzd3z a3

z〈in|[σ2(~0, t), Tij
z ∇iXj]|in〉 (7.28)

Next, since

∇0X0 = 0, ∇iX0 +∇0Xi = 0 (7.29)

we have

Tij
z (∇iXj) = Tµν∇νXµ (7.30)

Plug this back into the above equation, we get

i
ˆ t

dtzd3z a3
z〈in|[O(~0, t), Tµν∇νXµ]|in〉 (7.31)

= −Xµ(~0, t)∂µ|x=(~0,t)〈in|O(x)|in〉 (7.32)

= 0 (7.33)
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where the last step used Xµ = 0 at the origin. Thus, we have conclude the proof of the claim Eq.

(7.26). If we assume analyticity of LHS of Eq. (7.23) in p2 and use isotropy of the background, we

see the next leading term is of order p2.

Thus, we have shown all three terms in Iζ→δS are p2 suppressed. Combined with the assump-

tion that the time integral is peaked near t∗, the suppression factor should be
(

p
a(t∗)H

)2
.

It is also clear that all three terms in IδS→ζ are p2 suppressed, since the matter field mode func-

tion has no inverse p dependence. Thus we conclude the cross correlator is suppressed in the long

wavelength limit.

7.3 Gauge Independence of 〈δSζ〉

In uniform curvature gauge, we have

δ
(U)
S = −3

H
˙̄O
(O− Ō)− 3ζ. (7.34)

The full correlator up to 1-loop level can be expanded using in-in formalism as

〈δ(U)
S (~k, t)ζ(~p, t)〉1−loop

= −3〈ζ(~k, t)ζ(~p, t)〉 − 3
H
˙̄O

i
ˆ t f

(dz)〈O+(~k, t)ζ+(~p, t)(L(U)+
int −L(U)−

int )〉. (7.35)

The cross correlators at 1-loop level in comoving gauge and in uniform curvature gauge have

different expressions, see Eq. (7.9) and Eq. (7.35). It seems that in uniform curvature gauge, one

would get a strong correlation due to the 〈ζζ〉 term in Eq. (7.35). However, the paradox can be

resolved by computing everything to the same h̄ order. In Eq. (7.35), the second term (one-loop

diagram) has the same order of h̄ as the first term (tree diagram), since the denominator Ō of the

second term also contains one-loop. In the remaining part of this subsection, we show that this is

indeed the case.

First, we take the difference of Eq. (7.9) and Eq. (7.35):

∆〈δSζ〉 ≡ 〈δ(U)
S (~k, t)ζ(~p, t)〉1−loop − 〈δ

(C)
S (~k, t)ζ(~p, t)〉1−loop (7.36)

= −3〈ζ(~k, t)ζ(~p, t)〉

−3
H
˙̄O

i
ˆ t f

(dz)〈O+(~k, t)ζ+(~p, t)(∆L+int − ∆L−int)〉

where ∆L±int = L
±(U)
int −L±(C)int .
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Next, we compute ∆Lint. From Eq. (2.30) and Eq.(2.35), we get

∆gµν = δg(U)
µν − δg(C)µν =

 2 d
dt (

ζ
H ) (− ζ

H ),i

(− ζ
H ),i −a2δij2ζ

 = −[Lξµ∂µ
ḡ]µν, (7.37)

where

ξ0 = − ζ

H
, ξ i = 0. (7.38)

Their interaction actions differ by

∆Sint = S(U)
int − S(C)

int =

ˆ t f
dtd3xa3

x
1
2

Tµν(ḡ, σ)[−Lξµ∂µ
g]µν

=

ˆ t f
dtd3xa3

x∇µTµν(ḡ, σ)ξν (7.39)

In the second line, we have dropped a total derivative term

ˆ t f
dtd3xa3

x∇µ[Tµν(ḡ, σ)ξν]. (7.40)

If t f were taken to +∞ we assume that this term would be negligible. Thus, we get

∆Lint = ∇µTµν(ḡ, σ)ξν(ζ). (7.41)

Plug ∆Lint back into Eq. (7.36), and use the Ward Identity Eq(4.20,4.21), we get

∆〈δSζ〉 = −3〈ζ(~k, t)ζ(~p, t)〉

−3
H
˙̄O

i
ˆ t f

(dz)〈O+(~k, t)∇µTµν(z; ḡ, σ+)〉〈ζ+(~p, t)ξν(z; ζ+)〉

= −3〈ζ(~k, t)ζ(~p, t)〉

−3
H
˙̄O

ˆ
d3x e−i~k·~x∂ν〈O+(~x, t)〉〈ζ+(~p, t)ξν((~x, t); ζ+)〉

= −3〈ζ(~k, t)ζ(~p, t)〉 − 3
H
˙̄O

d
dt
〈O(t)〉〈ζ+(~p, t)(− ζ+(~k, t)

H
)〉

= 0 (7.42)

In short, we have shown that the cross correlator in the uniform curvature gauge is the same and

in the comoving gauge at 1-loop level. For any other gauge fixing condition with resultant metric

perturbation δgµν, as long as δgµν − δg(C)µν = Lξ ḡ for some ξ, we can use the above procedure to

show that the cross-correlator agrees with that in comoving gauge at 1-loop level.

We may also check 〈δSδS〉 is the same in uniform curvature gauge and in the comoving gauge,

as long as we systematically expand everything to order O(h̄). Thus, it is necessary to consider
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Feynman diagrams involving gravitational interactions to ensure gauge invariance. In comov-

ing gauge, the gravitational interaction diagram gives suppressed contribution due to derivative

coupling, thus we can neglect their contribution to 〈δSδS〉. In uniform curvature gauge, the gravi-

tational interaction diagrams are important to cancel out the ζ dependence in δS as in Eq. (7.34).
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Chapter 8

Discussions

8.1 Other Interactions

In general, fermions can couple to gauge field as well. Here we shall show that gauge coupling

would not create large density perturbation. The main reason is the late time large separation scal-

ing behavior of Aµ 2-point function decreases as 1/r2, unlike the massless minimally cooupled

scalar field correlator which does not decrease in the large r limit. Physically, since the early pro-

duced fermions would dilute away during the inflation and do not contribute much to the density

perturbation, we shall focus on those fermions that are produced at the last production surface,

namely equal-time hypersurface with H(t) = mψ.

From the conformal symmetry of the classical action,

S(gµν, Aµ) =

ˆ
d4x
√

g(−1
4
)gαβgµνFµαFνβ (8.1)

=

ˆ
d4x
√

e8σg(−1
4
)e−4σgαβgµνFµαFνβ (8.2)

= S(e2σgµν, Aµ) (8.3)

we know an on-shell configuration Aµ(x) in flat spacetime maps to an on-shell configuration in

FRW spacetime. Hence the two-point equal-time correlator 〈Aµ(~0, η)Aν(~r, η)〉 scales as 1/r2, as in

flat spacetime, where we used conformal time η. This implies in vierbein indices,

〈Aa(~0, η)Ab(~r, η)〉 ∝ 1/(a(t)r)2 (8.4)

〈Fab(~0, η)Fcd(~r, η)〉 ∝ 1/(a(t)r)4. (8.5)

. We see the field strength correlators are suppressed at large separation, unlike the massless min-
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imally coupled scalar. Thus any effect of the gauge field on the fermion production, such as QED

Schwinger effect or the polarization of the produced pairs are suppressed by (pCMB/(aH))4, thus

negligible.

8.2 Parameter bounds

First, we estimate the parameters in this model. We leave Hin f and TRH as external parameters, not

part of the model. For the mass of the scalar field, we want it to be small enough such that we can

treat it almost as massless during inflation. This enable us to use the estimation that δσ ∼ Hin f ,

and the mass fluctuation δmψ ∼ λδσ ∼ λHin f . Furthermore, since after inflation the scalar field

will start to oscillate when mσ > H(t), we want this to happen after the fermions are produced

but before RD-MD equality time. Once these criterias are met, we do not need to know the precise

value of mσ and we are left with two parameter, namely λ and mψ.

There are two observational bounds, the relic abundance of dark matter and the fluctuation of

the relic dark matter.

Ωψ < 1 (8.6)

Ωψ
δm

me f f
< ζ ∼ 10−5 (8.7)

For small mass correction case, i.e. λHin f < mψ, we have

Ωψ ∼
( mψ

1010GeV

)2
(

TRH

109GeV

)( g∗
100

)1/4
(8.8)

δm
me f f

∼
λHin f

mψ
. (8.9)

For large mass correction case, i.e. λHin f > mψ, we have

Ωψ ∼
mψ

λHin f

(
λHin f

1010GeV

)2 ( TRH

109GeV

)( g∗
100

)1/4
(8.10)

δm
me f f

∼ 1. (8.11)

Combining the above consideration, we have the parameter plot shown in fig. (8.1).

The large mass correction case maybe is the most interesting case, since nψ depends on |mψ +

λσ| and it may happen that mψ + λσ become negative at certain patches of the universe. However,

the perturbative calculation of nψ is invalid for this case. We leave the analysis of the large mass

correction case for future work.
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Figure 8.1: Bounds on the fermion mass and Yukawa coupling for various inflationary Hubble
scales. The vertical and diagonal bounds corresponds to total relic density constraint and density
fluctuation constraint. The splitting lines in each region separates the small mass and large mass
correction regime.

8.3 Non-Gaussianities

Next, we give an estimation of the non-Gaussianities of this model. We compute the bi-spectrum

BS(~p1,~p2,~p3) defined by

(2π)3 δ(3)(∑
i
~pi)BS(~p1,~p2,~p3) =

ˆ
d3x1d3x2d3x3e−i ∑i ~pi ·~xi

〈
S~x1

S~x2
S~x3

〉
. (8.12)

The fermion density fluctuation is intrinsically non-Gaussian, since nψ is the non-linear function of

σ. If we assume the mass fluctuation is small, we can expand the number density as

nψ

(
mψ + λσ∗(~x)

)
= nψ

(
mψ

)
+ λ

(
∂mnψ(mψ)

)
σ(~x) +

1
2

λ2
(

∂2
mnψ(mψ)

)
σ2(~x) + O(λ3). (8.13)
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Figure 8.2: The two leading order diagrams to 3-point function 〈SSS〉 . The shaded blob indicates
ψ̄ψ insertion.

Also note that no cross-correlation term arises unlike the other multi-field inflationary model. Then

the bi-spectrum is written diagrammatically as Fig.(8.2), and we have

BS(~p1,~p2,~p3) = λ4ω3
ψ

(
∂mnψ

)2 (
∂2

mnψ

)
n3

ψ

[Pσ(p1)Pσ(p2) + 2 perms] + O(λ6) (8.14)

Now we compare it with the observational non-Gaussianities using the conventional parameter

fNL defined by

Bζ(~p1,~p2,~p3) ≡
6
5

fNL
[
Pζ(p1)Pζ(p2) + 2 perms

]
. (8.15)

Identifying Bζ as the bi-spectrum of the temperature fluctuation using Eq.(6.39) and compare it

with BS, we find

f S
NL =

8 BS
Bζ | fNL=1

= 8× 5
6

λ4ω3
ψ

(
∂mnψ

)2 (
∂2

mnψ

)
n3

ψ

Pσ(p1)Pσ(p2) + 2 perms.
Pζ(p1)Pζ(p2) + 2 perms.

(8.16)

Note that the factor 8 arises due to the fact that the isocurvature contribution is twice larger than the

curvature perturbation at the long wavelength limit as in Eq.(6.39).Although the isocurvature non-

Gaussianities parameter f S
NL should not be compared directly with fNL defined by the curvature

perturbation[102], this can be corrected easily by O(1) factor[25, 103, 104].

Next, we specialize to the case of MD-like reheating scenarios. During the early stage of the

reheating when the inflaton field oscillates coherently, the equation of state of the inflaton is

w(t) =
p(t)
ρ(t)

=
1
2

˙̄ϕ2 −V(ϕ̄)
1
2

˙̄ϕ2 + V(ϕ̄)
, (8.17)
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which oscillates between ±1. If the coherent oscillation’s time scale is much less than the Hubble

expansion rate H−1, then during the period when H(t) drops below m (the duration of this period

is about H/Ḣ ∼ H−1), fermions would experience the time averaged effect of the oscillation. Thus,

after the time average, we f f = 0 and we are in a MD-like era.

After approximating the early stage of the reheating to a MD-like era, we get (see Eq. (5.19))

nψ(t) ∼
m3

3π2

(
a(tm)

at

)3

∼ mH2
e

(
ae

at

)3
(8.18)

However, this leading order result gives ∂2
mnψ = 0 which renders f S

NL = 0 via Eq.(8.16).

To find the non-zero result of f S
NL, we need to study the mass dependence of nψ in more detail,

which in turn requires the knowledge of |βk(t; m)|2. To this point, we have approximated our

spectrum by |βk(t; m)|2 ∼ 1/2Θ(k∗ − k), where k∗ = a(t∗)m and t∗is the time when m = H.

However, in general the spectrum should contain more than one characteristic scale, such as ke =

a(te)He where te marks the end of inflation. Thus, in general, the number density should contain a

fudge factor f ( m
He
) i.e.

nψ ∼ mH2
e

(
ae

at

)3
f (

m
He

) (8.19)

and f (0) = 1. This higher order correction to nψ would render ∂2
mnψ 6= 0 for MD-like reheating

scenario.

For simplicity, if we assume that f (x) = 1+ a1x + a2x2 + · · · , then in the limit where Pσ,Pζ ,PS

are scale invariant

f S
NL ∼ a1O(10)ΩDMα2

S

(
106GeV

mψ

)(
109GeV

TRH

)(
1014GeV

He

)
(8.20)

However, the justification of the Taylor expansion for f (x) and the estimation of the coefficient ai

will be left for future work.
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Chapter 9

Conclusions

In this thesis, we studied the cosmological effects of gravitationally produced fermions. Since most

of the current isocurvature models depends on fluctuations of bosonic condensates, it is interesting

to know the effects of fermionic fluctuations. Furthermore, many particle physics models for in-

flation contains massive fermions, it is useful to have cosmological probes for these models. Here

we used Bogoliubov transformation to compute the relic abundance of fermionic dark matter, and

we used the in-in formalism to compute the correlator and the cross correlator of the fermionic

isocurvature perturbations.

First, we revisited the gravitational fermion productions, to clarity its analytic structures. For

light fermions with mass smaller than the inflationary Hubble expansion rate, they are continu-

ously produced until the Hubble rate drops below the mass during reheating. For modes that are

non-relativistic when the particle production ends, their occupation numbers are about 1/2. Un-

like the bosonic case, fermion statistics forbid the occupation number to be larger than 1. Heavy

fermions with mass larger than Hubble expansion rate are produced predominantly at the end of

inflation. The occupation number per state is exponentially suppressed by the factor exp(−c1m/H)

where c1 ∼ O(1). The analytic estimates are confirmed by the numerical computation in a toy

model.

The fermion isocurvature two point correlator, which is proportional to 〈(ψ̄ψ)(x)(ψ̄ψ)(y)〉, is

computed at the leading order (one-loop level) and the next leading order (two-loop level). The

leading order contribution comes from the fermions that are generated when the CMB scale exits

the horizon. Due to the 1/a3 scaling behavior of the fermion equal-time correlator, coming from the

fermion operator’s conformal dimension, the leading order contribution is undetectable. The next
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leading order contribution comes from the scalar field σ’s interaction. Since a light scalar field’s

fluctuations are long-lived, its fluctuations at CMB scale would effectively change the fermion mass

and modulate the fermion relic number density.

Next, we computed the curvature and isocurvature cross correlator. We used gravitational Ward

identities to show that the cross correlation contains a suppression factor of [pCMB/(a(t∗)H(t∗))]2 <

exp(−120), where pCMB is the comoving scale relevant for CMB observation and t∗ is the time at

the end of fermion production. Thus, the fermionic isocurvatures are of the uncorrelated type.

As a self-consistency check, we used the Ward identities to show the gauge invariance of our

results. The gauge-invariance of the correlation function regarding isocurvature is only true if

we include all the diagram with gravitational coupling at the same h̄ order. If δS is a composite

operator, as is in our case, one need to consider the tree-level diagrams and the one-loop diagrams

together to get gauge-invariance.

Our results regarding the gravitational fermion production can be applied to any model with

heavy stable fermions. The fermion mass is constrained from the dark matter relic density and the

Yukawa coupling constant with light scalar field is constrained from the CMB isocurvature bound.

Our results about the smallness of the cross correlator can be generalized to other field types, as

long as the fields carrying the isocurvature perturbations are generated at late time. Our proof for

the gauge-invariance of isocurvature correlators at one-loop level should pave the road for future

loop computations.

In the future, it would be interesting to consider the non-Gaussianities signal from this model

more closely. If the mass correction from the scalar field to the fermion field is large, one need to

give up the perturbative calculation and use the stochastic approach. It would be interesting to

know how the resulting bispectrum behaves. It would also be useful to prove gauge-invariance

beyond one-loop level and study the construction of gauge-invariant quantum operators relevant

for cosmology.
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Appendix A

QFT in curved spacetime

A.1 Quantization for Scalar field

In this section, we quantize the free scalar field in a fixed curved background and work out the case

for FRW background. We follow the approach in [36].

From the classical action

Sσ =

ˆ
(dx)(−1

2
gµν∂µσ∂νσ− 1

2
m2σ2) (A.1)

we can extremize with respect to σ to get the equation of motion

∇µ(gµν∂νσ)−m2σ = 0. (A.2)

The set of solutions to the equation of motion forms a complex vector space Nσ. We can define an

inner product on the solution space as

(U1, Ψ2) =

ˆ
dΣµe µ

a Ψ̄1γaΨ2 (A.3)

where dΣν = nνdΣ, with nν a future-directed unit vector orthorgonal to the spacelike hypersurface

Σ and dΣ is the volume element in Σ. Use Stoke’s theorem, and the current conservation we can

show that the inner product is independent of the choice of Σ.

There exists a complete and orthonormal set of mode solutions ui(x) of (A.2), such that

(ui, uj) = δij, (ui, u∗j ) = 0 (A.4)
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where label i schematically represetns the set of quantities necessary to label the modes. Then we

can expand the field operator φ(x) as

φ(x) = ∑
i

aiui(x) + a†
i u∗i (x) (A.5)

where we impose the commutation relations

[ai, a†
j ] = δij, [ai, aj] = [a†

i , a†
j ] = 0 (A.6)

For unperturbed FRW spacetime, we use the 3-momentum ~k to label the modes. The mode

function can be written as

u~k(~x, t) =
ei~k·~x

(2π)
3
2

uk(t) (A.7)

where the time-dependent factor of the mode solution uk(t) obeys the equation from Eq.(A.2)

ük(t) + 3H(t)u̇k(t) + (
k2

a2 + m2)uk(t) = 0 (A.8)

and satisfies the normalization condition from Eq. (A.4)

uk∂tu∗k − u∗k ∂tuk =
i

a3(t)
(A.9)

Thus for FRW metric, the mode decomposition can be written as

φ(~x, t) =
ˆ

d3k [a~k
ei~k·~x

(2π)
3
2

uk(t) + a†
~k

e−i~k·~x

(2π)
3
2

u∗k (t)] (A.10)

A.2 Quantization for Spinor field

In this section, we quantize the spinor field on a fixed curved background.

From the classical action

Sψ =

ˆ
(dx)ψ̄(iγa∇ea −m)ψ (A.11)

we can extremize with respect to ψ̄, ψ to get the equation of motions

(iγα∇eα −m)ψ = 0, ∇ea ψ̄(−iγa)− ψ̄m = 0. (A.12)

The set of solutions to the equation of motion forms a complex vector space Nψ. We can define an

inner product on the solution space as

(Ψ1, Ψ2) =

ˆ
dΣµeaµΨ̄1γaΨ2 (A.13)
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where the notation is the same as in the scalar field case. Use Stoke’s theorem, we can show that

the inner product is independent of the choice of Σ.

Analogous the scalar field case where u(x) 7→ u∗(x) defines pairing in the solution space Nσ,

in the spinor case Ψ 7→ −iγ2Ψ∗ defines a pairing in the solution space Nψ.

There exists a complete and orthonormal set of mode solutions Ui(x) of (A.12), such that

(Ui, Uj) = δij, (Vi, Vj) = δij, (Ui, Vj) = 0 (A.14)

where Vi ≡ −iγ2U∗i and label i schematically represents the set of quantities necessary to label the

modes. Then we can expand the field operator Ψ(x) as

Ψ(x) = ∑
i

aiUi + b†
i Vi, (A.15)

where we impose the commutation relations

{ai, a†
j } = δij, {bi, b†

j } = δij. (A.16)

For unperturbed FRW spacetime, we use the 3-momentum~k and the helicity r = ±1 to label

the modes. The mode function can be written as

U~k,r(~x, t) =
ei~k·~x

a(t)3/2(2π)3/2

 uA,k(t)

r uB,k(t)

⊗ hk̂,r (A.17)

V~k,r(~x, t) =
e−i~k·~x

a(t)3/2(2π)3/2

 r u∗B,k(t)

−u∗A,k(t)

⊗ (−iσ2)h∗k̂,r (A.18)

where hk̂,r is eigenvector of k̂ ·~σ, that satisfies

k̂ ·~σhk̂,r = rhk̂,r, r = ±1. (A.19)

h†
k̂,rhk̂,s = δrs (A.20)

More concretely, if k̂ = (θ, φ) in spherical coordinates, then the normalization factor can be chosen

such that

hk̂,+1 ≡

 cos θ
2 e−iφ

sin θ
2

 , hk̂,−1 ≡

 sin θ
2 e−iφ

− cos θ
2

 . (A.21)

One can easily check that due to this phase convention

−iσ2(hk̂,r)
∗ = −re−irφhk̂,−r, h−k̂,r = −hk̂,−r. (A.22)
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The time-dependent factor of the mode solution (uk,A(t), uk,B(t)) obeys the equation

i∂t

 uA

uB

 =

 m k
a

k
a −m


 uA

uB

 (A.23)

and satisfies the normalization condition from Eq. (A.14)

|uA|2 + |uB|2 = 1. (A.24)

Thus for FRW metric, the mode decomposition can be written as

Ψ(~x, t) =

ˆ
d3k ∑

r
[a~k,r

ei~k·~x

a
3
2 (2π)

3
2

 uA,k(t)

r uB,k(t)

⊗ hk̂,r (A.25)

+b†
~k

ei~k·~x

a
3
2 (2π)

3
2

 r u∗B,k(t)

−u∗A,k(t)

⊗ (−iσ2)h∗k̂,r] (A.26)

A.3 Bogoliubov Transformation

In the previous two sections, we have quantized the scalar field and the spinor field on a curved

spacetime background. And we have used the mode decomposition to express the field operators

as creation and annihilation operators. However, there is ambiguity in such a mode decomposition.

For scalar field φ(x), consider another set of complete orthonormal basis {ũi, ũ∗i }, which lead to

another mode decomposition

φ(x) = ∑
i

ãiũi + ã∗i ũ∗i . (A.27)

The new basis is related to the old basis as

ũj = ∑
i
(αjiui + β jiu∗i ). (A.28)

Conversely

ui = ∑
j
(ũjα

∗
ji − ũ∗j β ji) (A.29)

These relations are known as Bogoliubov transformations.

We can also write down the transformation for the creation and annihilation operators

ai = ∑
j
(ãjαji + ã†

j β∗ji) (A.30)

ãj = ∑
i
(α∗jiai − β∗jia

†
i ) (A.31)
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If we define the matrix [α]ij = αij, [β]ij = βij, then the Bogoliubov coefficients satisfies the

relation  [α] [β]

[β]∗ [α]∗


 I 0

0 −I


 [α]† [β]T

[β]† [α]T

 =

 I 0

0 −I

 (A.32)

Vacuum states defined using ai and ãi are different. For example, if we define |0〉 by ai|0〉 = 0

and |0̃〉 by ãi|0̃〉 = 0, then we have

ai|0̃〉 = ∑
j

ã†
j β∗ji|0̃〉 6= 0 (A.33)

It then follows that

〈0̃|a†
i ai|0̃〉 = ∑

j

∣∣β ji
∣∣2 (A.34)

i.e. the vacuum defined using ãi is not empty of particles defined byai.

In the case of FRW spacetime, due to momentum conservation, the only non-zero βij compo-

nents are β~k,−~k. In this case, we can factor out k̂ dependence and introduce αk, βk by

ũk(t) = αkuk(t) + βku∗k (t) (A.35)

The constraints on α and β are now

|αk|2 − |βk|2 = 1 (A.36)

Similarly, we can analyze the spinor field ψ(x). Consider another set of complete orthonormal

basis {Ũi, Ṽi}, which lead to another mode decomposition

Ũi = ∑
j

αijUj + βijVj (A.37)

Apply −iγ2(.)∗on both sides, we get

Ṽi = ∑
j

α∗ijVj + β∗ijUj (A.38)

By requiring the new modes satisfies the orthonormal conditions, we get these constraints on the

Bogolubov coefficients:

∑
m

α∗imαjm + β∗imβ jm = δij (A.39)

∑
m

αimβ jm + βimαjm = 0 (A.40)

or equivalently in matrix notation [α] [β]

[β]∗ [α]∗


 [α]† [β]T

[β]† [α]T

 =

 I 0

0 I

 (A.41)
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In the case of FRW spacetime, due to momentum conservation, the only non-zero βij compo-

nents are β
(~k,r),(−~k,r). In this case, we can factor out k̂, r dependence and introduce αk, βk by ũA

ũB


k,t

= αk

 uA

uB


k,t

+ βk

 u∗B

−u∗A


k,t

(A.42)

The constraints on α and β are now

|αk|2 + |βk|2 = 1 (A.43)

The Bogoliubov coefficients are extracted using the scalar product of the mode functions evalu-

ated at time η as follows:

α
(~k,s)(~k,s) = u∗A,k,η ũA,k,η + u∗B,k,η ũB,k,η (A.44)

β
(~k,s)(−~k,s) = e−isφ(k̂)(uA,k,η ũB,k,η − uB,k,η ũA,k,η) (A.45)

Since we shall only consider |βk|2 in this work, we can drop the e−isφ(k̂) factor in the βk def-

inition without loss of generality. Here one of the bases (corresponding to the Heisenberg state

of the universe) is specified by asymptotic conditions such as the Bunch-Davies boundary condi-

tion as the in-vacuum. ) Similarly, the other basis is the observable operator basis as specified by

asymptotic conditions at late times, which is referred to as the out-vacuum.

Finally, we introduce the time dependent Bogoliubov coefficients.First, we define the adiabatic

vacuum at time t. Recall that on flat spacetime, the fermion equation of motion is

i∂t

 uA

uB


k,t

=

 m k

k −m


 uA

uB

 (A.46)

and the solution with positive frequency (e−iωt time dependence) takes the form of uA

uB


k,t

=


√

ω+m
2ω√

ω−m
2ω

 e−iωt (A.47)

where ω2 = m2 + k2. In the case that the matrix

 m(t) k(t)

k(t) −m(t)

 is time-dependent but vary-

ing very slowly, compared with the scale of ω(t), we may still use Eq. (A.46) as an approximate

solution. More precisely, the approximate solution is uA

uB


WKB

k,t

=


√

ω(t)+m(t)
2ω(t)√

ω(t)−m(t)
2ω(t)

 e−i
´ t ω(t′)dt′ . (A.48)
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The exact solution can be decomposed as uA

uB


k,t

= αk,t

 uA

uB


WKB

k,t

+ βk,t

 u∗B

−u∗A


WKB

k,t

(A.49)

where α and β are now time dependent. The field operator can be decomposed as

ψ(x) = ∑
i

aWKB
i (t)UWKB

i (x) + bWKB,†
i (t)VWKB

i (x) (A.50)

and the vacuum |0〉t annihilated by aWKB
i (t) and bWKB

i (t) for a fixed time t is called the adiabatic

vacuum centered at time t.

If at very early time t → −∞, the WKB solution approaches an exact solution, then we can use

Eq.(A.49) with α = 1, β = 0 at t = −∞ to define the positive frequency mode function. This will

corresponds to the in-vacuum. Similarly, if at very late time, the WKB solution approaches an exact

solution, then we can use α = 1, β = 0 at t = +∞ to define the out-vacuum.

Next, we derive the evolution equation obeyed by αk,t, βk,t. In the case that k(t) = k
a(t) ≡ kp and

m(t) = m constant, we get1

∂tα =
mkp H
2ω2 e2i

´ t ω β (A.53)

∂tβ = −
mkp H
2ω2 e−2i

´ t ωα. (A.54)

We may define εnon-ad =
mkp H
2ω3 as the non-adiabatic parameter. It is easy to see that at very early

time and very late time, εnon-ad is suppressed, thus we are indeed in the adiabatic regime.

To get the Bogoliubov coefficients between the in-mode and out-mode, defined as uA

uB


in

k,t

= αin−out
k

 uA

uB


out

k,t

+ βin−out
k

 u∗B

−u∗A


out

k,t

(A.55)

one only need to consider Eq. (A.49) at late time. Thus

βin−out
k = lim

t→∞
βk,t. (A.56)

Since for fermion field, α ∼ O(1), we may formally integrate Eq. (A.54) to get

βk ≈ −
ˆ +∞

−∞
dt

m k
a(t) H(t)

2(m2 + k2

a2 )
e−2i

´ t dt̃ω(t) (A.57)

1More generally, if we set k 7→ k(t) and m 7→ m(t) in Eq. (A.46) and plug the ansatz Eq. (A.49) into it, we get

∂tα = −m∂tk− k∂tm
2ω2 e2i

´ t ω β (A.51)

∂tβ =
m∂tk− k∂tm

2ω2 e−2i
´ t ωα (A.52)
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A.4 Stress Tensor for Dirac Spinor

We use (−+++) for Lorentzian metric signature. We use vielbein {ea}a=0,··· ,3 and its dual {θa}a,

with the following decomposition

ea = e µ
a ∂µ (A.58)

θa = θa
µdxµ. (A.59)

The spin connection one-form is given by

ω = ωA
µ TA ⊗ dxµ (A.60)

where TA are generators of so(3, 1). In its fundamental representation, TA act on ea by

TA(ea) = eb[TA]ba (A.61)

then we define

[ωµ]
b
a ≡ ωA

µ [T
A]ba. (A.62)

The curvature and torsion 2-forms are defined by T = Dθ, R = Dωwhich in component form reads

Ta = dθa + ωa
b ∧ θb (A.63)

Ra
b = dωa

b + ωa
c ∧ωc

b (A.64)

We shall impose T = 0 constraint as we vary the vielbein.

If we take the vielbein and connection 1-form as the fundamental object and define the metric

and connection from it, then we may consider a perturbation of the metric caused by the perturba-

tion of the vielbein. Consider the following infinitesimal transformations

ea 7→ ea + δea (A.65)

θa 7→ θa + δθa (A.66)

[ωµ]
a
b 7→ [ωµ]

a
b + [δωµ]

a
b (A.67)

We may parametrize the perturbation as

δea = ebεb
a = eb(εA

ba + εS
ba) (A.68)

where superscript A, S denote the symmetric and anti-symmetric part of the matrix εba. At linear

perturbation level, εA
ba and εS

ba can be considered independently. εA
ba corresponds to a rotation (in
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SO(3, 1) sense) of the orthonormal basis, under which the action is invariant. εS
ba causes metric

perturbation, and we may define the stress-tensor Tab in vielbein indices as

δS = −
ˆ

M
εS

baTab (A.69)

which is symmetric. Since εA does not do anything, we will set it to zero and treat εab as a symmet-

ric matrix.

The δθa and δω are determined by the linearization of constraints

θa(eb) = δa
b (A.70)

T = 0 (A.71)

i.e.

δθa(eb) + θa(δeb) = 0 (A.72)

d(δθa) + ωa
b ∧ (δθb) + δ(ωa

b) ∧ θb = 0 (A.73)

The first one gives

δθa = −εa
bθb. (A.74)

The second one gives, skematically

δω ∧ θ = −D(δθ) (A.75)

= D(εθ) (A.76)

= d(εθ) + ω ∧ (εθ) (A.77)

= (dε) ∧ θ + ε(dθ) + ω ∧ (εθ) (A.78)

= (dε) ∧ θ + ε(−ω ∧ θ) + ω ∧ (εθ) (A.79)

= (dε + [ω, ε]) ∧ θ (A.80)

If we write δ(ωa
b) = δΓa

cbθc,(dε + [ω, ε])a
b = Ma

cbθc and lower the indices by δΓc,ab = ηadδΓd
cb,

Mc,ab = ηab Md
cb, then

δΓc,abθc ∧ θb = Mc,abθc ∧ θb (A.81)

⇔ δΓc,ab − δΓb,ac = Mc,ab −Mb,ac (A.82)
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Since δΓc,ab is anti-symmetric in ab indices, we may permute the indices to get

δΓc,ba − δΓa,bc = Mc,ba −Ma,bc (A.83)

δΓb,ca − δΓa,cb = Mb,ca −Ma,cb (A.84)

If we do Eq.(A.82)-Eq.(A.83)-Eq.(A.84) and divide by 2, then we get

δΓc,ab = MA
c,ab + MS

a,cb −MS
b,ca (A.85)

where MA
c,ab is defined using εA and is anti-symmetric in ab indices, etc. Thus

δ[ωµ]ab = θc
µδΓc,ab (A.86)

= ∂µ(ε
A
ab) + ([ωµ, εA])ab (A.87)

+θc
µe ν

a [∂νεS
bc + ([ων, εS])bc] (A.88)

−θc
µe ν

b [∂νεS
ac + ([ων, εS])ac] (A.89)

= θc
µ[∇c(ε

A
ab) +∇a(ε

S
bc)−∇b(ε

S
ac)] (A.90)

where

(∇bε)cd = e ν
b [∂νεcd + ([ων, ε])cd. (A.91)

In FRW metric, using conformal time, we have

ds2 = a2(η)(−dη2 + d~x2) (A.92)

The vielbein is simply the rescale of the ∂µ,

e0 =
1
a

∂

∂η
, ei =

1
a

∂

∂xi (A.93)

θ0 = adη, θi = adxi (A.94)

The connection one-form in the vierbein indices are ωa
b = θc(ωc)a

b. Define ωc,ab = ηad(ωc)d
b, then

the only non-zero components are

ωi,i0 = −ωi,0i = H(η). (A.95)

Consider the following action for Dirac spinor on a curved background

S =

ˆ
M

ψ̄(iγa∇a −m)ψ (A.96)
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The volume form d4x
√−g = d4x det(θa

µ) is implied in
´

M. The Lagrangian density is not real, we

may extract its real part and imaginary part

LR =
1
2
(ψ̄iγa∇aψ−∇a(ψ̄)iγaψ)−mψ̄ψ (A.97)

LI =
1
2
(ψ̄iγa∇aψ +∇a(ψ̄)iγaψ) (A.98)

=
1
2
∇a(ψ̄iγaψ) (A.99)

We see LI is a total derivative, and does not affect the eiS in the path integral, thus we may drop it

safely.

Under the vielbein perturbation δeb = eaεa
b, where εab is taken as a symmetric matrix, the action

changes as

δS =

ˆ
M

{
δ[ln det(θa

µ)]L+ ψ̄iγaδ(e µ
a )∇µψ + ψ̄iγae µ

a
1
2

δ[ωµ]bcΣbcψ

}
(A.100)

=

ˆ
M

{
−εabηabL+ εabψ̄iγa∇bψ + ψ̄iγa(∇bεS)caΣbcψ

}
(A.101)

Note that (∇bεS)ca is still a real symmetric matrix, thus for any Nac symmetric, we get

NacγaΣbc = −1
4

Nacγa(γbγc − γcγb) (A.102)

= −1
4

Nacγa(−2ηbc − 2γcγb) (A.103)

=
1
2

Nac(γ
aηbc − γbηac). (A.104)

We may work on the last term in δS
ˆ

M
(∇bεS)caψ̄iγaΣbcψ (A.105)

= −
ˆ

M
(εS)ca∇b[ψ̄iγaΣbcψ] (A.106)

= −1
2

ˆ
M
(εS)ca∇b[ψ̄i(γaηbc − γbηac)ψ] (A.107)

=
1
2

ˆ
M
−(εS)ca∇c(ψ̄iγaψ) + εacηac∇b(ψ̄iγbψ) (A.108)

Plug back in, we get

δS =

ˆ
M

{
−εabηabLR + εab

1
2
[ψ̄iγa∇bψ−∇b(ψ̄)iγaψ]

}
(A.109)

Thus, we get the stress tensor for fermion field in vierbein indices (indicated by (v))

Tab(v) = − i
2
[ψ̄γ(a∇b)ψ−∇(b(ψ̄)γa)ψ] + ηabLR (A.110)

which is real and symmetric. Note in the above derivation, we did not use the equation of motion

for ψ.
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Appendix B

Details for Relic Abundance Computation

B.1 Demonstration that |βk|2 ∼ 1
2 for Small k

We begin with the determination of βk from Eq. (A.45) evaluated at very late times when the out-

modes can be directly replaced by their asymptotic values. In the limit in which am/k → ∞, we

see that we then only need to find the asymptotic values of the in-modes:

|βk| = |uout
A,k,ηuin

B,k,η − uout
B,k,ηuin

A,k,η | (B.1)

= |
√

ω + am
2ω

uin
B,k,η −

√
ω− am

2ω
uin

A,k,η | (B.2)

= lim
η→∞

|uin
B,k,η |. (B.3)

Let us consider the evolution equations as given in Eq. (A.23) with boundary conditions as given in

Eq. (5.22). For concreteness, we choose a time ηi that is early enough such that uA(ηi) ≈ uB(ηi) ≈
1√
2

. The system can be formally solved to obtain uA

uB


f

= T exp
{
−i
ˆ

dΦσ(θ)

} uA

uB


i

(B.4)

in which ω cos θ = k, ω sin θ = am, ωdη = dΦ, and σ(θ) = σ1 cos θ + σ3 sin θ (0 ≤ θ ≤ π/2). The

time evolution is thus expressed as a series of infinitesimal SU(2) rotations that act successively on

the complex vector u ≡ (uA uB).

For fixed θ, the evolution corresponds to precession about the axis defined by σ(θ). However,

throughout the evolution of the universe, σ(θ) evolves from its initial direction along σ1 (am� k) to

its final direction along σ3 (am � k). If the switching of the axis is much faster than the precession
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time scale, u remains in the xy-plane and rotates around the new axis σ3, while if the switching

is much slower compared with the precession time scale, u adheres closely to the rotation axis

and thus ends up in the σ3 direction. The time scale of the axis switching is given by the Hubble

expansion rate, since the universe needs to expand several e-folds for am to overtake k, while the

time scale of the precession is given by the physical frequency ω/a, which is on the order of m

during the transition. Hence, fast transitions occur when m � H, for which |uB|2 stabilizes at 1
2

and |βk|2 = 1
2 . After H(η) drops below m, only slow transitions occur and |βk|2 is small.

B.2 Heavy mass case (m > He)

As we expect the particle production spectrum |βk|2 to be exponentially suppressed by m/H, we

can adopt a similar approach as the heavy mass scalar case [73] to look for a one-pole approxi-

mation to the time integral that determines βk. We shall consider the time-dependent Bogoliubov

coefficients between the in-modes and the zeroth adiabatic modes with boundary conditions such

that  uA

uB


(η1)

k,η=η1

=


√

ω+am
2ω√

ω−am
2ω

 . (B.5)

In the above, the superscript (η1) indicates the time that the boundary conditions are imposed. The

in-modes can be decomposed into the zeroth adiabatic mode basis as follows: uA

uB


in

k,η1

= α
in−(η1)
k

 uA

uB


(η1)

k,η1

+ β
in−(η1)
k

 −u∗B

u∗A


(η1)

k,η1

. (B.6)

For η1 → ∞, the instantaneous-modes will coincide with the out-modes up to an overall phase,

and hence

|βk| = lim
η1→∞

|βin−(η1)
k |. (B.7)

Inserting this decomposition into Eq. (A.23) (and writing α
in−(η1)
k as αk(η1), etc. for notational sim-

plicity) results in

α̇k(η1) = − mk
2ω2 ȧe2i

´ η1 dηω(η)βk(η1) (B.8)

β̇k(η1) =
mk
2ω2 ȧe−2i

´ η1 dηω(η)αk(η1), (B.9)

with the initial conditions αk(ηi) = 1, βk(ηi) = 0 for the time ηi early enough that the mode is

inside the dS event horizon. Since we expect |βk| � 1 and ak ≈ 1, we can replace α = 1 in Eq. (B.9)
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and formally write the solution as

βk(η f ) =

ˆ η f

ηi

dτ
mk
2ω2 ȧ(τ)e−2i

´ τ dηω(η). (B.10)

The steepest descent method can be applied to evaluate this integral in a similar fashion as was

done for the scalar case in [73]. Despite the different k dependence in Eq. (B.10), the result is the

same as Eq. (41) of [73]:

|βk|2 ≈ exp

{
−4

[
[k/a(r)]2

m
√

H2(r) + R(r)/6
+

m√
H2(r) + R(r)/6

]}
, (B.11)

in which r is the real part of the complexified conformal time η̃ at which ω(η̃) = 0 and R is the Ricci

scalar. This is approximately due to the fact that the branch point occurs when ω = 0, such that

the dominant contribution occurs when |k/a| ∼ m. Eq. (B.11) leads to the particle number density

(fermion plus anti-fermion) as

ρψ(t) ≈
1

2π3/2

(
a(r)
a(t)

)3

m
[

m
4

√
H2(r) + R(r)/6

]3/2
exp

(
−4m√

H2(r) + R(r)/6

)
. (B.12)

To estimate the relic abundance from this equation, one can use the formula

Ωψh2 ∼ 100
(

Trh
109GeV

)(
H(te)

1013GeV

)−2 ρψ(te)

(1012GeV)
4 , (B.13)

where one is only formally evaluating ρψ(te) at the end of inflation time te even though the particle

densities are well defined at times far later than time. Unlike the formulae presented in the body

of the text, the exponential sensitivity and the approximations made in obtaining the saddle-point

does not allow one to guarantee an order of magnitude numerical accuracy, especially for large

m/H(r) [73]. However, the spectral and mass cutoffs can be well estimated by Eqs. (B.11) and

(B.12).
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Appendix C

Details for Isocurvature Correlator

Computation

C.1 Asymptotic behavior of 〈ψxψ̄y〉 at large r

In this section we want to derive the result about leading order contribution to 〈nψ,xnψ,y〉, i.e.

Eq.(6.21). By Wick contraction, this reduces to computing the field correlator 〈ψxψ̄y〉. The stan-

dard way to compute the correlator is to plug in the mode decomposition Eq.(A.15) and compute

the mode functions {Ui, Vi}. The difficulties lies in how to obtain the mode functions on a curved

spacetime. For inflationary background spacetime, one can use the de Sitter spacetime as an ap-

proximation and obtain exact analytic solutions. However, it is unclear how do these mode solu-

tions evolve after inflation ends. Here we give an approach that answers this question.

First, we plug in the mode decomposition to the equal-time correlator:

〈ψxψ̄y〉 (C.1)

= ∑
i

Ui(x)Ūi(y) (C.2)

=

ˆ
d3k ∑

r=±1

1
a3

x

ei~k·(~x−~y)

(2π)3

 |uA,k,x0 |2 −r uA,k,x0 u∗B,k,x0

r uB,k,x0 u∗A,k,x0 − |uB,k,x0 |2

⊗ hk̂,rh†
k̂,r (C.3)

=

ˆ
d3k

1
a3

x

ei~k·~r

(2π)3

 |uA,k,x0 |2 ⊗ I2 − uA,k,x0 u∗B,k,x0 ⊗ (k̂ ·~σ)

uB,k,x0 u∗A,k,x0 ⊗ (k̂ ·~σ) −|uB,k,x0 |2 ⊗ I2

 (C.4)
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where we performed the spin-sum in the last step. Since
ˆ

d3k
ei~k·~r

(2π)3 |uA,k,x0 |2 =

ˆ
d3k

ei~k·~r

(2π)3 (1− |uB,k,x0 |2) (C.5)

= δ3(~r)−
ˆ

d3k
ei~k·~r

(2π)3 |uB,k,x0 |2 (C.6)

and~r 6= 0, we see the diagonal elements are the same. Then we perform the angular integral d2k̂.

Recall that
ˆ

d3k ei~k·~r f (k) =

ˆ
4πk2dk

sin(kr)
kr

f (k) (C.7)
ˆ

d3k ei~k·~r k̂i f (k) =

ˆ
d3k ei~k·~rki

f (k)
k

(C.8)

= (−i∂ri )

ˆ
d3k ei~k·~r f (k)

k
(C.9)

= (−ir̂i∂r)

ˆ
4πk2dk

sin(kr)
kr

f (k)
k

(C.10)

After the angular integral, we have

〈ψxψ̄y〉 =

ˆ
4πk2dk
(2π)3

 A B

B∗ C

 (C.11)

A = |uA,k,η |2 ·
sin(kr)

kr
(C.12)

B = (ir̂ ·~σ)uA,k,ηu∗B,k,η · ∂r
sin(kr)

kr
1
k

(C.13)

C = −|uB,k,η |2 ·
sin(kr)

kr
(C.14)

It is sufficient to study these two integrals for the diagonal and off-diagonal elements.

I11 = I22 =

ˆ ∞

0

4πk2dk
(2π)3 |uA,k,η |2 ·

sin(kr)
kr

(C.15)

I12 = I∗21 = ∂r

ˆ ∞

0

4πk2dk
(2π)3 uA,k,ηu∗B,k,η

sin(kr)
kr

1
k

(C.16)

Now, we only need to find the mode function uA, uB, and perform the mode sum.

Let’s consider the mode functions first. Since we are interested in evaluting the fermion field

correlator at a time when the fermion production has ended, i.e. when m� H(x0) and in the limit

r → ∞, we can make the following approximations about the mode functions {uA,k,x0 , uB,k,x0}.

First, since the particle production has stopped, the non-adiabatic parameter is suppressed by H(t)
m ,

thus we can approximately replace the Bogoliubov coefficients by their late time asymptotic values,

i.e.

αk,x0 ≈ αk, βk,x0 ≈ βk. (C.17)
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Second, since we want to capture the particle production effect on the correlator and the produced

particles are non-relativistic at the time of production, by the time x0 which is sufficiently long after

the production has ended, we may approximate the produced modes all have k � a(x0)m. Thus,

the WKB modes can be approximated by uA

uB


WKB

k,η,IR

=


√

ω+am
2ω√

ω−am
2ω

 e−i
´ η ωdη′ →

 1√
2

0

 e−i
´ η ωdη′ . (C.18)

Combining these two approximations, we have

 uA

uB


in

k,η,IR

≈

 αk
1√
2

e−i
´ η ωdη′

−βk
1√
2

ei
´ η ωdη′

 (C.19)

Thus we can easily evaluate I11, I12:

2π2 I11,IR =

ˆ ∞

0
k2dk

1
2
|αk|2 ·

sin(kr)
kr

(C.20)

=

ˆ ∞

0
k2dk

1
2
[1− n(k)] · sin(kr)

kr
(C.21)

=
1
r

Im
ˆ ∞

0
kdk

1
2
[1− n(k)] · eikr (C.22)

We note that for the contribution from 1 vanishes

1
r

Im
ˆ ∞

0
kdk [1] · eikr =

1
r

Im
ˆ ∞

0
(is)ids [1] · e−sr = 0 (C.23)

For the contribution from n(k) , we may assume it to be a real analytic function on R+and can be

analytically continuated to upper-right quadrant of the complex k plane. The location of singularity

of n(k) determines contour of k. For example, we may consider the n(k) for heavy fermion case

(m > Hin f ):

n(k)heavy = exp
[
−4(k/anad)

2

mH
− 4m

H

]
(C.24)

where anad is at the non-adiabatic time point. In this case, the non-adiabatic time is the transition
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from de Sitter era to the reheating era, i.e. anad = ae. One can apply steepest descent to find that

2π2 I11,heavy,IR (C.25)

= −1
r

exp[−4
m
H
]Im
ˆ ∞

0
kdk exp

[
−4(k/ae)2

mH
+ ikr

]
(C.26)

= −1
r

exp[−4m
H

]Im
ˆ ∞

0
kdk exp

[
−( 2k/ae√

mH
+ i

1
4

√
mHr)2 − 1

16
mHr2

]
(C.27)

≈ −1
r

exp[−4m
H
− 1

16
mHr2](a2

e mH)Im[−i
1
4

√
mHaer

1
2
√

π] (C.28)

=
1
8
√

πa3
e (mH)

3
2 exp[−4m

H
− 1

16
a2

e mHr2] (C.29)

For light fermion, we may approximate the number density spectrum as

n(k)light =
1

1 + exp( k2

(anadm)2 )
(C.30)

where the non-adiabatic point occurs when H drops below m, i.e. anad = a(η∗) = a∗. This ansatz is

only used to mimick the cut-off of the spectrum at k ∼ anadm. The singularity lies at

k2

a2∗m2 = (2n + 1)πi, n = 0, 1, 2 · · · (C.31)

or k∗,n = a∗m
√
(2n + 1)πe

π
4 i. Again, one can perform the steepest descent around the n = 0

singularity k∗ = a∗m
√

πe
π
4 i. Let δ = (k− k∗)/a∗m, we have

2π2 I11,light,IR = −1
r

Im

ˆ ∞

0
kdk

1

1 + exp( k2

(a∗m)2 )
eikr

 (C.32)

= −1
r

Im

(
eik∗rk∗a∗m

ˆ
C

dδ
1

1− exp 2 k∗
a∗m δ

eia∗mrδ

)
(C.33)

= −1
r

Im
(
−eik∗r(a∗m)2(πi)

)
(C.34)

= πa3
∗

m2

a∗r
exp[−

√
π

2
a∗mr] cos(

√
π

2
a∗mr) (C.35)

For both the heavy and light fermion case, I11 ∝ exp(−a∗Mr), where a∗M is the scale that n(k)

start to cut-off. This can be viewed as the screening effect of the produced fermions. We should

also remind ourself that the UV vacuum contributions also exist, which scales as

I11,UV ∝ exp[−aηmr] (C.36)

due to the singularity at k = aηm in the mode functions uWKB
A , uWKB

B . Thus we have shown that the

diagonal element of Eq(C.11) is always exponentially suppressed.
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Next, we turn to look at the off diagonal element I12. Unlike the I11 case, whose integrand |uA|2

has constant asymptotic value in the IR region, the I12’s IR contribution

uA,k,ηu∗B,k,η = αkβ∗k e−2i
´ η ωdη′ (C.37)

contains e−2imt time dependence. Physically, if we decompose the in-state into WKB vacuum and

excitation state

|in,vac〉 =∼ |WKB,vac〉+ ∼ |WKB,2-particles〉+ ∼ |WKB,4-particles〉 (C.38)

then this term comes from the interference term

〈WKB, vac|ψxψ̄y|WKB, 2-particles〉 ∈ 〈in, vac|ψxψ̄y|in, vac〉. (C.39)

If we care about r large enough, for example corresponding to the CMB observation scale at

recombination, we may assume the relevant k scale exit horizon and become non-relativistic during

inflation. Thus we may safely use the dS mode function to evaluate I12,IR,CMB.

Recall that during dS era, we have Eq. (5.23), where we choose the end of inflation time te as

the reference point. Thus

uA,k,ηu∗B,k,η =
1

2π
e−2im(t−te)+2i m

H ln(2k/ae H)Γ2(
1
2
− i

m
H
) (C.40)

Performing the integral using steepest descent, we found the leading contribution comes from

k ∼ 0 singularity in uA,k,ηu∗B,k,η . We note that the k dependent phase factor e2i m
H ln(2k/H) cannot be

absorbed by a redefinition of the mode functions uA,k,η , uB,k,η , since this phase factor depends on

the relative phase of uA,k,η , uB,k,η which is fixed by the Bunch-Davies initial condition.

Pluggin in the Eq(C.16), we have

2π2 I12,IR (C.41)

=
1

2π
e−2im(t−te)Γ2(

1
2
− i

m
H
)∂r

[
1
r

ˆ ∞

0
dk e2i m

H ln(2k/ae H) sin(kr)
]

(C.42)

=
1

2π
e−2im(t−te)Γ2(

1
2
− i

m
H
)Γ(1 + 2i

m
H
) (C.43)

(2 + 2i
m
H
) cosh(

m
H
)

(
2

aeHr

)2i m
H 1

r3 (C.44)

= −e−2im(t−t(r))+iφ( m
H )r−3

√
2π m

H
sinh(2π m

H )

(
1 +

(m
H

)2
)

(C.45)

where φ(m
H ) = Arg(Γ(2 + ix)Γ( 1

2 − ix)) and t(r) is the time when a(tr)Hr = 4. We may consider

the light mass limit

2π2 I12,IR,light ≈ −e−2im(t−t(r))r−3 (C.46)
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and the heavy mass limit

2π2 I12,IR,heavy ≈ −(4π)
1
2

(m
H

) 3
2 exp(−π

m
H
)e−2im(t−t(r))r−3 (C.47)

We may also consider the effect of having an IR cut-off kIR, which is the scale that exit horizon

at the beginning of inflation. Such an IR cut-off will introduce a exp(−kIRr) type of exponen-

tial suppression factor. However, for observable universe with comoving radius Robs, as long as

kIRRobs � 1, we may ignore this suppression factor.

After evaluating the matrix element for the fermion correlators, we find that

1. For the light fermion case, i.e. m� Hin f , in the limit r → ∞

〈ψxψ̄y〉 ≈
1
a3

x

1
2π2

 A B

B∗ A

 (C.48)

where

A =
1
2

πa3
∗

m2

a∗r
exp[−

√
π

2
a∗mr] cos(

√
π

2
a∗mr) (C.49)

B = −ir̂ ·~σe−2im(t−tr)r−3 (C.50)

where a∗ in evaluated at η∗.

2. For the heavy fermion case, i.e. m� Hin f , in the limit r → ∞, we find in Eq. (C.48)

A =
1

16
√

πa3
e (mHe)

3
2 exp[−4m

He
− 1

16
a2

e mHer2] (C.51)

B = −ir̂ ·~σ(4π)
1
2

(
m
He

) 3
2

exp(−π
m
He

)e−2im(t−t(r))r−3 (C.52)

and ae is evaluated at the end of inflation.

Finally, we plug in the field correlator to 〈nψ,xnψ,y〉, and drop the term that are exponentially sup-

pressed when r → ∞, to get Eq. (6.21).

C.2 Relative suppresion of 〈in|[Ox, Oy]|in〉

In this subsection, we want compare the dependence on the scale factor a(t) between 〈in|[Ox, Oy]|in〉

and 〈in|{Ox, Oy}|in〉, where Ox is a bosonic hermitian operator and x, y are spacetime points lo-

cated near the end of inflation. For simplicity, we take H as a constant. In particular, we are
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interested in the cases where O = σ, ψ̄ψ, ζ. We want to show that the commutator of O suffers from

additional suppression factor than the anti-commtutator.

In general, the diagonal matrix elements of products of hermitian operator obeys

(〈in|OxOy|in〉)∗ = 〈in|OyOx|in〉 (C.53)

therefore

〈in|[Ox, Oy]|in〉 = 2iIm〈in|OxOy|in〉 (C.54)

〈in|{Ox, Oy}|in〉 = 2Re〈in|OxOy|in〉 (C.55)

We can just study 〈in|OxOy|in〉. We may use the mode expansion of the field operator to evaluate

such an expression, and focus on modes that are outside of horizon at both times ηx, ηy.

We shall first take O = σ. We assume that the scalar is light, i.e. mσ < 3
2 H, such that ν is real.

〈in|σxσy|in〉 = ∑
i

ui(x)u∗i (y) (C.56)

=

ˆ
d3k

ei~k·~x

(2π)3/2a(ηx)
fk(ηx)

e−i~k·~y

(2π)3/2a(ηy)
f ∗k (ηy) (C.57)

=

ˆ
4πk2dk

[
´

d2k̂ei~k·(~x−~y)]

(2π)3a3/2
x a3/2

y

1
H

π

4
[Jx Jy + YxYy + i(Yx Jy − JxYy)] (C.58)

where Jx = Jν(
k

ax H ), Yx = Yν(
k

ax H ) are the first and second kinds of Bessel functions with real val-

ues. The d2k̂ is the angular integral with normalization
´

d2k̂ = 1, and
´

d2k̂ei~k·(~x−~y) = sin(kr)/kr

is real. If we focus on the k modes that are outside of horizon, i.e. k/aH � 1, we may use the small

argument expansion of the Bessel function, i.e. when (0 < z <
√

1 + ν)

Jν(z) ≈
1

Γ(α + 1)

( z
2

)ν
(C.59)

Yν(z) ≈ −Γ(α)
π

(
2
z

)ν

. (C.60)

Then, under the common scaling of ax → λax, ay → λay, with λ increasing, we see the various

term in the correlator scales as

a−3/2
x a−3/2

y Jx Jy ∝ λ−2ν−3 (C.61)

a−3/2
x a−3/2

y YxYy ∝ λ2ν−3 (C.62)

a−3/2
x a−3/2

y (Yx Jy − JxYy) ∝ λ−3 (C.63)
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Thus, we see under this common scaling, the IR contribution to the two point functions are

〈in|{σx, σy}|in〉IR = 2
ˆ

IR
4πk2dk

[
´

d2k̂ei~k·(~x−~y)]

(2π)3a3/2
x a3/2

y

1
H

π

4
(Jx Jy + YxYy) ∝ λ2ν−3 (C.64)

〈in|[σx, σy]|in〉IR = 2i
ˆ

IR
4πk2dk

[
´

d2k̂ei~k·(~x−~y)]

(2π)3a3/2
x a3/2

y

1
H

π

4
(Yx Jy − JxYy) ∝ λ−3 (C.65)

Thus, we have shown under the scaling a→ λa, the commutator of σ is suppressed by λ−2ν factor

relative to its anti-commutator. For small mass scalar, λ−2ν ≈ λ
−3+ 2m2

3H2 .

For the case of O = ζ, we have similar statements as the scalar case with ν = 3
2 , i.e. 〈[ζx, ζy]〉IR

is suppressed by λ−3 relative to 〈{ζx, ζy}〉IR under the scaling of a→ λa.

Next, we consider the case of O = ψ̄ψ. Using the mode decomposition Eq.(A.15) and mode

functions Eq. (A.17,A.18), we have

〈ψ̄ψxψ̄ψy〉 (C.66)

= ∑
i,j

V̄i,xUj,xŪj,yVi,y (C.67)

= ∑
i,j

1
a3

xa3
y

ei(~ki+~kj)·(~x−~y)

(2π)6 [hT
i (iσ2)hj][h†

j (−iσ2)h∗i ]Fij,xF∗ij,y (C.68)

where

Fij,x = riuB,i,xuA,j,x + (i↔ j) (C.69)

Fij,xF∗ij,y = 2[riuB,i,xuA,j,x + (i↔ j)](riu∗B,i,yu∗A,j,y) (C.70)

= 2[uB,i,xuA,j,xu∗B,i,yu∗A,j,y + rirjuB,i,xuA,j,xu∗B,j,yu∗A,i,y]. (C.71)

We note that in Eq.(C.68), the factor ei(~ki+~kj)·(~x−~y) after angular average is real, and the factor

[hT
i (iσ2)hj][h†

j (−iσ2)h∗i ] = |[hT
i (iσ2)hj]|2 is also real, thus the imaginary and real part of Fij,xF∗ij,y

correspond to the commutator and anti-commutator respectively.

Next, we consider the two terms in Eq. (C.71) one by one, using explicit expression of fermion
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de Sitter mode function to get

uB,i,xuA,j,xu∗B,i,yu∗A,j,y (C.72)

=

√
π

4
ki

ax H
ei π

2 (1+i m
H ))H(1)

1
2+i m

H
(

ki
ax H

)

√
π

4
k j

ax H
ei π

2 (1−i m
H ))H(1)

1
2−i m

H
(

k j

ax H
) (C.73)√

π

4
ki

ay H
e−i π

2 (1−i m
H ))H(2)

1
2−i m

H
(

ki
ay H

)

√
π

4
k j

ay H
e−i π

2 (1+i m
H ))H(2)

1
2+i m

H
(

k j

ayH
) (C.74)

=

√
π

4
ki

ax H

√
π

4
k j

ax H

√
π

4
ki

ay H

√
π

4
k j

ay H
(C.75)

(J+,i,x + iY+,i,x)(J−,j,x + iY−,j,x)(J−,i,y − iY−,i,y)(J+,j,y − iY+,j,y) (C.76)

where

J±,i,x = J 1
2±i m

H
(

ki
ax H

), Y±,i,x = Y1
2±i m

H
(

ki
ax H

). (C.77)

Using the small z expansion of Bessel function again, where Re (ν) = 1
2 in all the cases, we can

extract its scaling behavior under a→ λa,

(J+,i,x + iY+,i,x)(J−,j,x + iY−,j,x)(J−,i,y − iY−,i,y)(J+,j,y − iY+,j,y) (C.78)

= Y+,i,xY−,j,xY−,i,yY+,j,y · · · · · · ∝ λ2, real (C.79)

−i J+,i,xY−,j,xY−,i,yY+,j,y − iY+,i,x J−,j,xY−,i,yY+,j,y · · · · · · ∝ λ1, imaginary (C.80)

+iY+,i,xY−,j,x J−,i,yY+,j,y + iY+,i,xY−,j,xY−,i,y J+,j,y · · · · · · ∝ λ1, imaginary (C.81)

+terms subdominant in λexpansion. (C.82)

Thus the imaginary part is suppresed by λ−1 relative to the real part. We can do similar analysis

to the second part rirjuB,i,xuA,j,xu∗B,j,yu∗A,i,y in Eq. (C.71) and found the same behavior. Thus, for ψ̄ψ

operator, we have the following scaling law

〈{ψ̄ψx, ψ̄ψy}〉IR ∝ λ−6 (C.83)

〈[ψ̄ψx, ψ̄ψy]〉IR ∝ λ−7. (C.84)

Thus, we see the commutator for ψ̄ψ gives additional suppression of a−1 factor compared with

the anti-commutator, whereas the commutator for σ and ζ gives additional suppression of a−3

factor.
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C.3 Explict check of the mass term insertion formula

Expressing both side of Eq.(6.36) using the mode sum, we see the left hand side is

−i
ˆ y

(dw)〈[ψ̄ψx, ψ̄ψw]〉 =
16
a3

x

ˆ y0

dw0 aw

ˆ
d3k

(2π)3 Im[(uA,kuB,k)x(uA,kuB,k)
∗
w] (C.85)

and the right hand side is

∂m〈ψ̄ψx〉 =
2
a3

x

ˆ
d3k

(2π)3 ∂m(|uB|2 − |uA|2) (C.86)

Thus, we only need to check for each given k, the following equation is right

∂m(|uB|2 − |uA|2) = 8
ˆ y0

dw0 awIm[(uA,kuB,k)x(uA,kuB,k)
∗
w] (C.87)

From the left hand side, we have

∂m(|uB|2 − |uA|2) = −2Re

( u∗A u∗B

)
σ3

∂

∂m

 uA

uB


k,x

 (C.88)

and upon expressing mode function at time x0 in term of evolution operator acting on the initial

value, we have

∂

∂m

 uA

uB


k,x

=
∂

∂m

T exp

−i
ˆ x0

ηi

dη

 am k

k −am



 uA

uB


k,ηi

 (C.89)

= −i
ˆ x

ηi

dz0 U(x0 ← z0)
∂

∂m

 am k

k −am

 (C.90)

×U(z0 ← ηi)

 uA

uB


k,i

(C.91)

Combining these two expression, we can obtain the desired result after some algebra.

However, the remaining d3k integrals in Eq. (C.85) and Eq. (C.86) are UV divergent. To make

them finite, we express both side in terms of Bogoliubov coefficients and dropped the pure vacuum

contribution to get

−i
ˆ x0

(dw)〈[ψ̄ψx, ψ̄ψw]〉 (C.92)

≈ 16
ˆ

d3k
(2πax)3 (

am
ωk

)x

ˆ x
dηw aw(

am
ω

)wIm[(αβ)x(αβ)∗w] (C.93)
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and

∂m〈ψ̄ψx〉 (C.94)

≈ 2
a3

x

ˆ
d3k

(2π)3 ∂m[2|βk,x|2
axm
ωk,x

] ≈ 4
a3

x

ˆ
d3k

(2π)3 (
axm
ωk,x

)∂m|βk,x|2 (C.95)

Now, we only need to check

∂m|βk,x|2 = 4
ˆ x

dηw aw(
am
ω

)wIm[(αβ)x(αβ)∗w] (C.96)

Suppose, x0 is late enough such that βk,x is stablized and equals to its value at asymptotic future

βk, then we get

∂m|βk|2 (C.97)

= 2Re

β∗k ∂m

(0,−1)T exp

−i
ˆ x0

f

ηi

dη

 am k

k −am



 1/

√
2

1/
√

2



 (C.98)

= 2Re{
[
(−i)

ˆ x0

ηi

dz0az |β∗k |
2(|uA|2 − |uB|2)in

k,x + α∗k β∗k(2uAuB)
in
k,z

]
} (C.99)

= 4
ˆ x0

ηi

dz0az
am
ω

Im(αkβk)x(αβ)∗z (C.100)

Thus, Eq. (6.36) is compatible with the Bogoliubov projection.
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Appendix D

Example: Cross Correlator for Fermion

In this appendix, we explicitly check the claim that the non-derivative coupling term does not cause

large isocurvature and curvature cross correlator in the fermion case. In other word, we check Eq.

(7.26) with operator O as ψ̄ψ and Tµν as in Eq. (A.110). Upon integration by part, we only need to

show

i
ˆ t

−∞
(dz)〈[ψ̄ψx, 3Lψ,0(z)− (ψ̄iγia−1∂iψ)z]〉 = 0 (D.1)

We may plug in the mode decomposition for ψ as in Eq. (A.15), then sum over the modes running

in the loop. We may perform the spacetime integral first, then we shall find the mode sum is UV

divergent. We assume such a UV divergence can be regulated via a covariant regulator, such as

Pauli-Villars regulator or the Schwinger proper time regulator, and the regulator dependence can

be removed by some counter-terms in the operator mixing of ψ̄ψx. Here, we use the adiabatic

subtraction method to extract the particle production contribution. Let

A1 = i
ˆ t

−∞
(dz)〈[ψ̄ψx, 3Lψ,0(z)]〉 (D.2)

A2 = i
ˆ t

−∞
(dz)〈[ψ̄ψx, (ψ̄iγia−1∂iψ)z]〉 (D.3)

we only need to show that A1 = A2. To evaluate A1, we may consider varying h̄ in the closed-

time-path path integral with free field Lagrangian

〈in|ψ̄ψx|in〉 =
ˆ

CTP
DψDψ̄e

i
h̄
´
Lψ̄ψx (D.4)
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to get

∂

∂ ln h̄
〈in|ψ̄ψx|in〉 =

ˆ
CTP

DψDψ̄e
i
h̄
´

CTP Lψ̄ψx(−)
i
h̄

ˆ
CTP
L (D.5)

= (− i
h̄
)

ˆ t

−∞
(dz)〈[ψ̄ψx,Lψ,0(z)]〉 (D.6)

Since 〈in|ψ̄ψx|in〉 is a one-loop calculation, we get

∂

∂ ln h̄
〈in|ψ̄ψx|in〉 = 〈in|ψ̄ψx|in〉. (D.7)

After setting h̄ back to 1, we get

A1 = −3〈in|ψ̄ψx|in〉. (D.8)

Then we apply Bogoliubov transformation to obtain the particle production’s contribution to A1:

A1 = −3
2
a3

x

ˆ
d3k

(2π)3 (|uB,k(t)|2 − |uA,k(t)|2) (D.9)

= −3
2
a3

x

ˆ
d3k

(2π)3 [(|αk,t|2 − |βk,t|2)(|ūB,k,t|2 − |ūA,k,t|2) (D.10)

−8Re(αk,tβk,tū∗A,k,tūB,k,t)]. (D.11)

Here we repeat that (uA,uB) are the mode function with Bunch-Davies initial condition, while

(ūA, ūB) are WKB mode functions. They are related by time-dependent Bogoliubov coefficients as

in Eq. (A.49). If this expression is evaluated when the particle production has ended, then α, β are

constant over time. Plug in the explicit expression for WKB modes, we get

A1 = −3
2
a3

x

ˆ
d3k

(2π)3 [(1− 2|βk,t|2)(
−m
ω

)− 8Re(αk,tβk,t
a−1

x k
2ω

e2i
´

ωdt)] (D.12)

where ω =
√

a−2
x k2 + m2. The first term in A1 is non-oscillatory, and the second term is oscillatory

with frequency 2ω. The Bogoliubov subtraction involves subtract the same expression of A1 with

α = 1, β = 0. And we further simplify by assuming that the time tx is late enough such that the

produced particle are all non-relativistic, i.e. ka−1
x ω−1 � 1. This approximation enables us to drop

the second term and take m/ω ≈ 1 in the first term. After these simplification, we get

A1,IR = −3
4
a3

x

ˆ
d3k

(2π)3 |βk,t|2 (D.13)

where subscript IR denote the above procedure in extracting the particle production contribution.

Next we compute A2. Plug in the mode expansion, we get

A2 = −4
ˆ x

dtz

ˆ
d3k

(2πax)3
k
az

Im(2uAuB)x(u2
A − u2

B)
∗
z . (D.14)
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We may perform the Bogoliubov transformation and drop the oscillatory part to get

A2,IR = 16
ˆ x

dtz

ˆ
d3k

(2πax)3

(
k
az

)2 1
ωk,z

m
ωk,x

Im(αk,xβk,x)(αk,zβk,z)
∗ (D.15)

After switching order of the time integral and the momentum integral, we find the time integral to

be ˆ x
dtz

(
k
az

)2 1
ωk,z

Im(αk,xβk,xα∗k,zβ∗k,z). (D.16)

It is interesting to note that this time integral is peaked around the time when mode k is being

excited. Since before k mode is excited, the integrand is suppressed by βk,z; after k mode is excited,

the integrand is suppressed due to Im(αk,xβk,xα∗k,zβ∗k,z) ≈ Im(|αkβk|2) = 0. Due to the peak of the

time integral, we can approximately take αk,xβk,x ≈ αkβk and set the time integral’s upper bound

to +∞.

We claim that the integral I is related to ∂
∂ ln k |βk|2. Recall that βk is the time-independent Bogoli-

ubov coefficients between the in-vacuum and out-vacuum, which can be found from Eq. (A.42):

βk = (uout
B,k,t,−uout

A,k,t)

 uin
A,k,t

uin
B,k,t

 (D.17)

αk = (uout∗
A,k,t, uout∗

B,k,t)

 uin
A,k,t

uin
B,k,t

 (D.18)

where the matching time t can be arbitrarily taken. If we take t to be +∞, then the out-mode is

approximately the WKB modes,

t→ +∞ :

 uout
A,k,t

uout
B,k,t

→

√

ω+m
2ω√

ω−m
2ω

 e−i
´

ω ≈

 1

0

 e−i
´

ω (D.19)

where the last step is due to k
a � m in the asymptotic future. Thus, we can have

βk ≈ (0,−1)

 uin
A,k,∞

uin
B,k,∞

 (D.20)

≈ (0,−1)T exp

−i
ˆ t f

ti

dt

 m k/a

k/a −m



 1/

√
2

1/
√

2

 (D.21)

where we have used the evolution equation Eq. (A.23) to formally express the in-mode mode

functions. The initial and final time ti and t f , can be chosen arbitrarily, as long as they are in the
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asymptotically early and late region. Such arbitrariness in ti and t f only affect βk by a constant

phase factor. Next, we consider

∂

∂ ln k
|βk|2 (D.22)

= 2Re[β∗k
∂

∂ ln k
βk] (D.23)

= 2Re[β∗k(0,−1)
∂

∂ ln k
T exp

−i
ˆ t f

ti

dt

 m k/a

k/a −m



 1/

√
2

1/
√

2

] (D.24)

= 2Re[β∗k(0,−1)[−i
ˆ t f

ti

dt
k
a

U(t f , t)

 0 1

1 0


 uin

A,k,t

uin
B,k,t

]. (D.25)

Using the identity matrix

I =

 uin
A,k,t

uin
B,k,t

 (uin,∗
A,k,t, uin,∗

B,k,t) +

 uin∗
B,k,t

−uin∗
A,k,t

 (uin
B,k,t,−uin

A,k,t), (D.26)

we get

∂

∂ ln k
|βk|2 (D.27)

= 2Re[β∗k(0,−1)[−i
ˆ t f

ti

dt
k
a

U(t f , t)I

 0 1

1 0


 uin

B,k,t

uin
A,k,t

]] (D.28)

= 2Re[β∗k(0,−1)(−i)[
ˆ t f

ti

dt
k
a

 uin
A,k,t f

uin
B,k,t f

 2Re(uin
B,k,tu

in,∗
A,k,t) (D.29)

+

 uin∗
B,k,t

−uin∗
A,k,t

 ((uin
B,k,t)

2 − (uin
A,k,t)

2)]] (D.30)

= 2Re[−i
ˆ t f

ti

dt
k
a
[|βk|22Re(uin

B,k,tu
in,∗
A,k,t) + α∗k β∗k((u

in
B,k,t)

2 − (uin
A,k,t)

2)]] (D.31)

The first term vanishes after taking the real part, the second term gives

∂

∂ ln k
|βk|2 = 2

ˆ t f

ti

dt
k
a

Im[α∗k β∗k((u
in
B,k,t)

2 − (uin
A,k,t)

2)] (D.32)

We use Bogoliubov decomposition on u2
B − u2

A to get

∂

∂ ln k
|βk|2 ≈ 4

ˆ t f

ti

dt
(

k
a

)2 1
ωk,t

Im[αkβkα∗k,tβ
∗
k,t] (D.33)

where the approximation is due to the omission of the oscillatory terms.
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This above identity enables us to write Eq.(D.15) as

A2,IR ≈ 4
ˆ

d3k
(2πax)3

∂

∂ ln k
|βk|2 (D.34)

= −3× 4
ˆ

d3k
(2πax)3 |βk|2 (D.35)

where in the second step, we used integration by part in ∂
∂ ln k . We see A2,IR = A1,IR indeed.

To summarize, to prove Eq. (D.1), we only need to prove A1 = A2, where A1 and A2 are defined

in Eq. (D.2) and Eq. (D.3). We used the approximation that tx is late enough, such that the particle

production has stopped and the produced particles are non-relativistic by the time of tx. We used

the Bogoliubov subtraction prescription to extract the particle production contribution, i.e. A1,IR

and A2,IR. We are able to show that A1,IR and A2,IR are indeed equal.
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